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Abstract

The brain during healthy aging exhibits gradual deterioration of structure but maintains com-
paratively high level of cognitive ability. These structural changes are often accompanied by
reorganization of functional brain networks. Existing neurocognitive theories of aging have
argued that such changes are either beneficial or detrimental. Despite numerous empirical in-
vestigations, the field lacks a coherent account of the dynamic processes that occur over our
lifespan. Taking advantage of the recent developments in whole-brain computational modeling
approaches, we hypothesize that the continuous process of aging can be explained by the con-
cepts of metastability – a theoretical framework that gives a systematic account of the variability
of the brain. This hypothesis can bridge the gap between existing theories and the empirical
findings on age-related changes.

This thesis majorly contributed in our understanding of the aging brain in three different ways:
First, we analyzed the age-related changes in the complex network measures of structural and
functional brain networks. The results from this study in accordance with other studies in the
literature demonstrated that the structural and functional connectivity networks are affected
differentially by age. This gave rise to the need for understanding the ‘dynamics’ of the resting
state networks using more sophisticated measures.

Hence in the second study, we empirically investigated the variability of the phase-synchronization
(i.e. metastability) patterns of the known resting state brain networks and found that these fea-
tures can successfully classify the instances of healthy young, middle-aged and old subjects.
These results for the first time in aging literature empirically confirmed the role of metastability
in understanding aging effects.

In the third study, we attempted to give a computational account of these empirical results.
We carried out simulations of two whole-brain computational models– reduced dynamic mean
field model and Kuramoto model. Each of these models is generative and bottom-up in nature.
That is, in both the cases we attempt to simulate resting state fMRI signals (and in turn
functional connectivity networks) by modeling the population neural activity at each node of
the structural connectivity graph. Preliminary results from this study confirmed that healthy
aging subtly ‘shifts’ the parameter-space in both the models. Moreover, metastability of the



simulated neural activity from Kuramoto Model showed similar trends seen in the empirical
investigation of the fMRI (BOLD) signals. Our findings suggest that healthy aging alters the
dynamical working point of the system, which in turn affects the metastability of various neural
signals obtained at different scales.
In future, similar studies can be devised with improved measures of metastability and on larger
and possibly longitudinal aging data sets. These results can be correlated with the behavioral
scores to understand whether such shifts in dynamical working point facilitate or deteriorate
the performance of the elderly.
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Chapter 1

Introduction

1.1 Motivation

Healthy aging has always been associated with inevitable physical and behavioral deterioration.
However, years of scientific scrutiny of this idea has revealed that age-related changes are not
straightforward. While some cognitive functions such as numerical and verbal skills, vocabulary,
emotion processing, and general knowledge about the world remain intact with age, other mental
capabilities decline from middle age onward: these mainly include episodic memory (ability to
recall a sequence of events as they occurred), processing speed, working memory, and executive
control [11, 12, 13, 14]. The in vivo investigation of changes in healthy aging brain became
viable after the advancement in Magnetic Resonance (MR) imaging techniques in the last three
decades. Recently with the use of diffusion tensor imaging (DTI), tracking of long-range white
matter micro-structures became feasible. On the other hand, functional magnetic resonance
imaging (fMRI) helped in localization of various task-conditions and investigated the correlates
of cognitive performance across age-groups. The reports from these studies remain ambiguous.
On the one hand, there is notable structural decline across brain regions while on the other hand,
the brain activity in those regions is often reported to increase in healthy older adults when
they perform specific tasks. These empirical results have left the aging researchers debating
whether the functional changes are beneficial or detrimental in terms of task performance.
Despite adequate experimental evidence in support of both the hypotheses, aging studies lack a
coherent view on how age-related structural and functional changes can be explained in a single
theoretical framework.

With the exception of a few recent ones, most studies on aging in the last decade targeted
a select few regions of the brain to find a bio-marker for healthy aging. However, no brain
region is an island and hence it is important to understand how the structural connections and
functional interactions change across age-groups. Many sincere attempts have been made in



Introduction

this direction by a select few research groups [2, 5, 15]. This thesis aims to outline the strengths
and limitation of these efforts. It further extends the scope of the domain by introducing the
notion of age-related changes in the dynamics of the brain. We argue that one must consider
the dynamic, connectionist view of the brain in order to relate structural changes to functional
changes occurring across lifespan [16].

The dynamics of the brain is being studied extensively in both empirical and computational
neuroscience to understand how the baseline activity of brain (activity at rest- in absence of any
stimulus) is generated [17, 18] . This spontaneous brain activity as measured by the functional
MRI is not random but is spatio-temporally organized. This, so called, ’resting state functional
organization’ is closely related to, but not limited by the underlying structural connections [19].
Many theoretical approaches now point towards the existence of rich dynamics that might
play a role along with the structure of the brain in generating rich spatio-temporal functional
patterns [20, 21]. On the other hand, empirical studies have found that the time-variable
resting state connectivity patterns is widely affected during various clinical conditions [22, 23]
. The fluctuation of these resting-state patterns in time can therefore be a valuable measure to
understand age-related changes in the dynamics of the brain. Major part of this thesis explores
novel measures for quantifying the time-variability in the resting state networks for the aging
dataset. Further, whole-brain computational modeling approaches have been employed for
computational characterization of this variability and quantifying the change in the dynamics
across subjects of different ages. In the next sections, we go on to explain core concepts used in
this thesis.

1.2 Resting State Activity

When a person is lying down with her/his eyes closed or fixated on one point, (s)he is considered
to be at rest. In this state, (s)he is awake and still able to attend to an unexpected external
stimuli (e.g., a sudden sound) but is not performing any cognitively demanding task in particular.
The spontaneous activity of the brain in this state is known as the resting state activity or
the default mode activity. This activity is spatially organized across brain regions [24]
and involves the exact same brain regions that are also involved in the higher-level cognitive
functions such as mind wandering, self-related thoughts or remembering the past events [25,
26, 27]. However, this baseline activity is also present in anesthetized monkeys and rats [28,
29] and during other vigilance states such as light sleep [30]. These evidences suggest more
preliminary cause of this default mode activation e.g., this baseline activity might emerge from
the structurally and dynamically shaped background noise.

The resting state activity of a few brain structures highly temporally coincides with each
other. These regions form a correlational network pattern known as the ‘default mode net-
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work (DMN)’ [31]. The activity of DMN regions subsides during task condition and hence
the DMN is also known as task-negative network. Contrary to DMN, there are other regions
which are highly co-activated during the cognitive processes such as executive function, atten-
tion and sensory processing during the task conditions. Since these regions co-activate during
the rest and task alike, they are known as the task-positive networks. Together with the DMN,
these networks are collectively known as the resting state networks (RSN) [32]. Apart from the
DMN, the known resting state networks include but are not limited to Ventral and Dorsal At-
tention Network, Cingulo-opercular Network, Fronto-Parietal Control Network, Somatosensory
Network, Limbic Network etc.

These co-activation patterns of the resting brain are robust across participants [33] and across
trials in the same participant [34]. Due to its high reliability and reproducibility, RSNs are
considered the so-called ‘functional organization’ of the brain. This functional organization is
known to change during learning [35], maturation [36], vigilance states and in many clinical
conditions (See [37] for review). Despite robust inter-subject patterns across RSNs, consistent
inter-individual variability exists and is highly determined by the subject’s age [38]. For example,
the DMN co-activation (or connectivity) is consistently shown to reduce with advanced aging [39,
40]. Moreover, this reduced DMN connectivity is shown to correlate with the poorer performance
in older adults [41, 42]. Most of the studies that investigated age-effects on the resting state
activity focused on the DMN and ignored other RSNs. Very few studies that investigated
other RSNs [43, 44] suggest a more complex interaction between connectivity changes and
cognitive performance of the elderly. For example, reduced connectivity does not always result
in poorer performance and increased connectivity between particular regions does not always
mean better performance (Comprehensive review on these findings follow in the next chapter).
These results emphasized the need for studying the age-related changes in resting state networks
in an extensive detail.

A more recent approach based in the graph theory covers the whole-brain and considers the
resting state connectivity between all pairs of brain regions and can provide a global picture.
In the next section we discuss these approaches and how functional organization can be related
to the structure of the brain.

1.3 Neuroimaging Techniques & Networks of the Brain

Human brain can be viewed as a complex network of spatially segregated, functionally special-
ized brain regions. According to a neuropsychological theory of ‘global neuronal work-space’,
higher-order cognitive functions are not carried out by the single brain region but it emerges
from the distributed processing across a large brain network [45]. This theory can now be in-
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vestigated computationally (formally) by constructing structural and functional brain networks
and analyzing their properties using concepts from graph theory.

In the next subsection, we first discuss the definition of the node (the basic unit of graph) in
the context of brain networks and then discuss the two most common neuroimaging methods
(rs-fMRI and DTI) that are used to define the edges of functional and structural connectivity
graphs respectively.

1.3.1 Anatomical Parcellation & Nodes of Brain Graphs

A graph G = (V,E) is defined as a set of N nodes {V = Vi|i = 1...N} and a set of edges given
by an ordered node pair E = {(i, j)|i, j ∈ V }. To construct such a graph from neuroimaging
data, one first needs to define the set of nodes V. The nodes of the brain graphs are typically
the GM structures parcellated using predefined atlases. Size of network or number of nodes, N
depends on the parcellation scheme used for dividing the brain’s gray matter into valid cortical
structures.

Typically, subject-specific structural T1-weighted MR images are registered to the predefined
atlas for this purpose. An atlas is created by automatic or manual segmentation (and labeling) of
the cytoarchitecturally valid GM regions on the T1 standard templates. The standard templates
are derived after non-linear registration and averaging of T1 scans from many subjects. Some of
the standard templates include MNI152 [46], ICBM452 [47], Indian Brain Atlas (IBA100) etc.
See [48] for extensive details on brain templates and atlases. Various parcellation schemes are
applied to investigate networks of different sizes. The highest resolution parcellation scheme for
graph theoretic studies used till date is N=998 regions derived for the structural connectivity
analysis by Hagmann et al [49]. For this, the GM region was segmented from the T1-images,
66 anatomical landmarks were found for each subject-specific GM images and each of these
regions were further divided into smaller clusters such that each cluster covers exactly 1.5 cm2

of the cortical surface (total N=998). Other parcellation schemes include N=90 regions using
AAL atlas [50], which was obtained by automated anatomical labelling of the MNI template,
Harvard-Oxford atlas having N=120 cortical regions [51], and Desikan-Killiany probabilistic
atlas having N=68 cortical regions ([6]) etc.

A few functional networks studies considered defining nodes using the functional landmarks from
the fMRI data. For example Independent Component Analysis (ICA) can be used to identify
clusters of highly temporally correlated voxels (known as ICs) which are spatially independent
from each other. Each of these ICs then represent a node in the network. Note that unlike
anatomical definition of nodes, IC defined nodes are not contiguous in space and cannot be used
for the white-matter fiber tractography. Hence, such definition of nodes is not very common and
is not suitable for the comparison of structural and functional brain networks. However, at least
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two studies have tried to construct spatially constrained functional atlases that are spatially
contiguous and are widely used for brain mapping. These include an atlas by Craddock et al.
[52](N=200) and by Power et al. [53](N=264).

To investigate network properties at different scales, the lower resolution parcellations can fur-
ther be up-sampled such that each region in this parcellation can be divided into fixed set of
smaller regions. However, due to high computational costs involved in doing so, most studies
have limited their investigation to only one of the parcellation schemes.

1.3.2 Diffusion Tensor Imaging (DTI) & Structural Brain Networks

The structural brain networks can be viewed as the mathematical representation of the brain’s
wiring diagram. The white-matter tissue of the brain essentially contains long-range axon fiber
bundles that connect majority of the gray matter regions. These large scale connections con-
strain the communication between the gray matter regions to some extent and hence, studying
the network of these fibers or the wiring diagram is important. In humans, the direction and
number of white-matter fiber bundles or streamlines can be indirectly estimated in vivo using
diffusion tensor imaging (DTI) and efficient diffusion tractography algorithms [54]. DTI imaging
uses an MR sequence sensitive to the diffusion of the water molecules. If the water molecule
is closer to a white-matter streamline, the diffusion will be anisotropic in the direction of the
fiber and hence the fractional anisotropy (FA) of the DTI signal will be higher in the direction
of the fiber. Hence, post-processing tractography algorithms can be used to iteratively estimate
the diffusion direction (or FA values) in each voxel that can finally estimate white-matter fibre
trajectories in all three dimensions. Each of the nodes (as defined by the parcellation scheme)
is used as the seed-region and all other nodes are considered to be target regions. The tractog-
raphy algorithm is then run starting from each of the voxels in the seed region to estimate the
streamlines of fibers. Various techniques can be used to stop the streamline estimation when it
hits the target region [55, 7].

Three types of connectivity measures can be estimated between nodes i and j at the end of this
computationally costly task:

• Number of white matter streamlines starting from the voxels in node i and ending in the
voxels in node j.

• Average strength of white-matter fibers connecting nodes i and j in terms of mean FA
values or mean diffusivity (MD) values.

• Distance between regions i and j in terms of average number of voxels traversed by the
white-matter streamlines that start in voxels of region i and end in voxels of region j.
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An N × N structural connectivity matrix (SC) is then constructed such that each element
(i, j) represents any of the connectivity measures describes above. If the average connectivity
measures are considered, the SC matrix will be symmetric, representing undirected structural
network. However, in some cases, the connectivity measure is normalized by the number of
voxels in the target region. In those cases, SC can be asymmetric matrix representing a directed
anatomical network. Throughout this thesis, we will consider undirected weighted structural
connectivity.

1.3.3 Functional Imaging & Functional Brain Networks

Functional brain networks have been constructed using many modalities including Electroen-
cephalography (EEG), Magnetoencephalography (MEG) and functional Magnetic Resonance
Imaging (fMRI) data. Due to higher spatial resolution of fMRI, it is the most used modality
for constructing functional brain networks till date.

fMRI is an in vivo (non-invasive) and indirect measure of neural activity. It relies on the
coupling between the neural activity and cerebral blood flow. When the local neural activity
increases in some region, cerebral blood flow increases in this region which in turn decreases
the deoxygenated hemoglobin. The oxygenated hemoglobin (Hb) is diamagnetic (repulsing the
magnetic field) while the deoxygenated hemoglobin (d-Hb) is paramagnetic (weakly attracted
to the applied magnetic field). In presence of external magnetic field, the decrease in d-Hb
translates into a subtle increase in the local MR signal to noise ratio, which is known as Blood
Oxygen Level Dependent (BOLD) signal. Hence, BOLD signal can be used as an indirect
measure to capture underlying neural activity. With current techniques, we are able to obtain
1mm3 of resolution spatially and 1 s temporally.

The most common resting state networks were identified as the correlation between very low-
frequency fluctuations (0.01-0.08 Hz) of the BOLD signals. Therefore to estimate the functional
brain networks, the low-pass filtered (typically <0.08Hz) BOLD signals are used. Many statis-
tical measures were proposed to estimate the strength of interaction e.g. correlation, coherence,
mutual information or co-variance. The most widely used method to calculate this functional
connectivity (FC) consists estimating the pairwise linear (Pearson) correlation coefficient be-
tween BOLD signals. If we consider pairwise Pearson correlation between time-series of each of
the N nodes of the brain (as defined in the previous subsection), an N ×N symmetric weighted
adjacency matrix W can be obtained where each element W (i, j) represents the weight of an
edge between nodes i and j. A weighted, undirected graph represented by this matrix can be
visualized as in fig. 1.1. If the node definition is based on the functional ICs, then the IC
time-series can be used for generating a similar network.
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Figure 1.1: Construction of brain networks using neuroimaging data. The steps involved in this
process are as follows: 1. Definition of network nodes by structural or functional parcellation;
2. Definition of network edges, either by estimating white-matter fiber tracts using diffusion
tractography (left), or by estimating statistical dependencies among regional time-series signals
(right); 3. Constructing weighted/binary adjacency matrix; 4. Analysis of global and nodal
network features. Figure adapted from [1].
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SC-FC relationship

The structural and functional networks obtained from neuroimaging data exhibit similar prop-
erties as that of complex networks– small-worldness, modularity, power law degree distribution
etc. However, there are many striking differences among these networks. E.g., the structural
networks (SC) are very sparse while the functional networks (FC) are dense. In other words,
many nodes have highly correlated activation even without the existence of anatomical con-
nectivity between them, suggesting an indirect communication route. Nonetheless, higher SC
between node-pairs also predict higher FC between them. This led to a hypothesis that FC
network is shaped by the SC network but cannot be entirely determined by the SC. In attempt
to fully understand SC-FC relationships, whole-brain computational models are devised and the
dynamics at the local nodes due to population neural firing is considered. Since aging affects
SC and FC in different ways, it is important to study whole-brain computational models. In
the next section we introduce these models.

1.4 Whole-brain Computational Models

Human brain operates at many different spatio-temporal scales. For example, neural signals can
be captured from many spatio-temporal scales- spikes from single neuron recording sites (<ms),
firing rate from population of neurons (<ms), Local field potential at scalp (approx. 0.1 s) and
finally, very slow, BOLD signals using fMRI (approx. seconds). Therefore, while simulating the
brain activity it is important to decide at which scale one would like to investigate the brain
dynamics. Whole-brain computational models are designed to balance the trade-off between high
biological realism and complexity to capture the most relevant dynamic mechanisms of the brain
in vivo. This balance is not trivial given the astronomical number of neurons and the under-
specified connectivity at the neural level. Hence, the most successful whole-brain computational
models have taken their lead from statistical physics where it has been shown that macroscopic
physical systems obey laws that are independent of their mesoscopic constituents. Indeed,
the emergent collective macroscopic behavior of the brain models has been shown to depend
only weakly on individual neuron behavior [56]. Thus, these models typically use mesoscopic
top-down approximations of the dynamics at the local brain area networks, to simulate the
macroscopic dynamics at whole-brain cortical networks. The simplest models use basic neural
mass or mean-field models to capture changes in the mean firing rate, while the most advanced
models use a dynamic mean field model derived from a reduction of a detailed spiking neuron
model ([57] and references therein for review). Furthermore, the temporal dynamics of the
local brain areas in these models can be chosen to be either asynchronous (spiking models or
their respective mean-field reduction) [58, 18, 19] or oscillatory [59, 60, 61]. Recently, evidence
has emerged for a promising version using for each brain area a local dynamical model given
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Figure 1.2: Typical Work-flow of Modeling Macroscale Brain Activity. The cortical surface tem-
plate defines the parcellation. Diffusion tractography defines the connectivity matrix depending
on the number of fibers or strength of diffusion. Each network node is modeled as a neural
population having characteristic dynamics and interactions with other nodes. Forward models
are used on the resulting network dynamics to generate potentials such as BOLD fMRI, or EEG
signals.

by a normal form of bifurcation (e.g., a super-critical Hopf bifurcation). These models can
describe the transition from noise to oscillations, and this captures importantly the richness and
oscillations present in the temporal dynamics of the EEG [62] or BOLD data [63](Figure 1.2).
Each of the above-described models reveals that the spatiotemporal patterns of spontaneous
activity emerge when the system is sub-critical. For attractor networks, this means that a few
regions show high activity and the rest are in a low-activity regime. For oscillators, this means
that oscillations between a few regions are synchronized while the rest are asynchronous. Thus,
the system of whole-brain complex network teeters between various stable states (multistability
in the case of attractors) or dwells in a state other than the stable state (metastability in
the case of oscillators and Hopf bifurcation), avoiding diseased states of complete order or
complete disorder. Noise plays an important role and allows fluctuations between different stable
states. This whole-brain computational modeling approach may provide an understanding of
the fundamental mechanisms of the nonlinear structure-function relationship of the brain in
aging.

1.5 Metastability in the Brain

As we have seen in the previous sections, brain at rest is not in a steady state. Neural en-
sembles in the brain oscillate at different frequencies during rest, transiently synchronizing and
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desynchronizing with each other. This phenomena can be observed differently at different spatio-
temporal scales (for e.g. in terms of resting state networks; if we consider large-scale cortical
BOLD signals). This mechanism where the network elements (single neurons, neural popula-
tion or brain regions) integrate with each other transiently and segregate in the next moment
was loosely defined as the term ‘metastability ’ [10]. Metastability is hypothesized to be an
important dynamic property of the neural signals by which the exploration of many different
‘functional configurations’ are possible even when the structure of the brain remains relatively
constant at shorter timescales [21]. Taking hint from this, we proposed that metastability can
be an important bridge to understand the age-related structure-function changes.

Metastability can be defined more concretely in theoretical and empirical investigations depend-
ing on the context. For e.g., in the context of dynamical systems (and hence, in whole-brain
computational models) ‘the metastable regime’ can be obtained when the system is sub-critical
(i.e. close to the stable state solutions, but never approaching to that solution). As seen in
the previous section, several whole-brain computational studies find that the best fit between
empirical data and simulated results can also be obtained in the sub-critical regime. If these
computational studies are valid, one should also empirically find the signature of metastability
in various neural signals.

In the context of neuroimaging data, metastability can be observed as the temporal fluctuations
of the functional connectivity among brain regions. However, since the FC fluctuation can
only be studied in discrete states, it is also often called ‘multistability’. (In the context of
computational modeling however, these two terms have precisely different meanings. We will
discuss these in chapter 6). Since the empirical investigation of metastability itself is a nascent
field, currently there is no best definition of the metastability of resting state networks. In
the next section however, we will summarize various efforts made in defining the signature of
metastability from BOLD signals.

Since the age-related change in SC-FC dynamics occur at different spatio-temporal scales, we
hypothesized that the metastability should play an important role in predicting age. To test
this hypothesis empirically, we defined metastability as the standard deviation of the phase-
synchrony of BOLD signals. We will discuss this approach and results in Chapter 5 in detail.
We discuss computational counterpart of this in chapter 6.

1.6 Contribution

In summary, the following are the main contributions of this thesis:

• Hypothesis: The idea that dynamics of the resting state networks is important to charac-
terize aging has never been proposed before to the best of our knowledge. In this thesis
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we systematically laid out theoretical, empirical, and computational framework to char-
acterize the changes in the resting state dynamics of the aging brain. This framework
provided proof of concept results and has opened up a new direction for more explorations
in future.

• Novel features for Age-group Classification: We propose standard deviation in phase-
synchronization of BOLD signals as a novel feature useful for age-group classification. This
feature revealed many interesting results that could discriminate patterns of maturation
(from young to middle-age) and aging (middle-age to old-age).

• Personalized Whole-brain Computational Models: We use personalized whole-brain com-
putational models for the first time in aging studies to explore group differences. Al-
though the results are preliminary, they gave interesting new direction to test many of
the hypotheses that we speculate on a larger dataset or in the neurodegenerative clinical
conditions.

1.7 Thesis Overview

The rest of the thesis is organized as follows: Chapter 2 narrates the theories of aging that exist
in the domain of cognitive neuroscience and empirical results (related work) in this domain.
Here we also describe how our approach to analyzing dynamics could potentially bridge the
gap between some of these theories and empirical evidences. Chapter 3 describes the details of
acquisition of neuroimaging dataset and the preprocessing steps involved to reach to the final
connectivity matrices that were used for the data. Chapter 4 presents the network measures
employed to evaluate the age-related differences in the structural and functional connectivity for
our dataset. Since neuroimaging techniques often have reproducibility issues, it is important to
first be assured that the standard graph-theoretic analyses can produce the well-known results
about healthy aging and hence these analyses validated the dataset as well as the distribution
of subjects in age-groups. Chapter 5 reports various methods for characterizing synchrony
and metastability from the empirical data, application of the method of Linear Discriminant
Analysis and interesting results from this analysis. Chapter 6 illustrates the two whole-brain
models used for computationally validating the empirical results: Reduced dynamic mean field
model and Kuramoto Model. This chapter also investigates the parameter exploration for the
single-dimensional mean field model and two-dimensional Kuramoto model and how they can
be used in future for more sophisticated analysis of metastability differences with age. Finally,
Chapter 7 concludes the thesis and gives future directions.
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Chapter 2

Neurocognitive Theories of Aging

In this Chapter we describe the extant neurocognitive theories of aging and the empirical results
in this domain. In the end, we propose a way of bridging the gap between some of these theories
and empirical evidences using measures from dynamical systems theory.

2.1 Dedifferentiation or Compensation?

Changes in the structure-function-cognition relationship with age are poorly understood in the
literature. While some regions such as the prefrontal cortex show enhanced activation during
task-performance, other regions exhibit suppressed activity. Compensation related utilization
of neural circuit hypothesis (CRUNCH) proposes that over-activation is a common response
across all age groups when cognitive demand is high, either due to task difficulty or structural
impairment [64]. The hemispheric asymmetry reduction in older adults (HAROLD) theory
makes similar observations but emphasizes the over-activity exhibited by task-unrelated con-
tralateral brain regions in high-task demand condition [65]. Moreover, enhanced activation of
the anterior prefrontal cortex co-exists with decreased activity of the posterior regions in the
high-performing elderly. This led to the theory of ‘Posterior to Anterior Shift in Ageing’ (PASA)
suggesting that older adults rely on the anterior frontal regions to compensate for the aberrant
functional specificity of the posterior regions [66]. Increased activation of the anterior frontal ar-
eas during successful trials also correlates with decreased white-matter integrity of these regions
and leads to the ‘less wiring more firing’ hypothesis [67]. Alternate explanation for the hyper-
activity can either stem from the inability to selectively inhibit response with increasing age,
caused possibly due to decreased efficiency of the networks involving the candidate regions or
the increase of noise in the intrinsic dynamics of these regions. This process of dedifferentiation
has been observed most directly in terms of decreasing modularity of functional networks with
age [68] suggesting that functional specificity of the resting state networks declines with age. For
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example, increased between-network connectivity of the fronto-parietal control network (FPCN)
predicts reduced within-network connectivity of the default mode network (DMN), suggesting
that FPCN might play an important role in coping with the age-related differences in other net-
works [69]. Further studies have observed that degree of suppression of the default mode activity
becomes attenuated with increase in task demand [70]. Default (DMN) to executive coupling
hypothesis of aging (DECHA) supported this view and reported that the elderly subjects show-
ing reduced suppression of activity in the DMN fail to modulate the bilateral prefrontal cortex
(DLPFC) in case of tasks demanding higher executive control [70].

In general, networks supporting primary functions are maintained till very late in life while
others supporting more complex behaviour seem to become less efficient with age. ‘Last in first
out’ theory suggests that networks involving regions of higher order cognitive tasks mature later
during development but start declining in a relatively younger age [71, 72] Further, the recent
review of Damoiseaux [15] also emphasizes on disrupted ‘rich-club’ organization in the older
adults. The ‘rich-club’ comprises the same regions that are involved typically in higher-order
cognitive tasks.

Excitingly, whole brain computational modeling of the resting state connectivity in the healthy
adults [73] and animal models [74] reveal that the rich-club regions of the brain remain in
metastable regime at rest and these same regions govern the dynamics of the whole-brain [21].
The PASA, HAROLD or CRUNCH theories are all based on the shifts of activity related to
the prefrontal regions that are an important part of the rich-club. Hence, the over-activation
observed in prefrontal and other rich-club regions during the task-condition might actually be
due to the change in metastable dynamics of these regions during rest. In a unique study that
compared effects of aging on FC during task and at rest, Geerligs and colleagues showed that
age-related differences are not consistent across resting state and task conditions [75]. This
finding points towards a need for better characterization of FC dynamics that can explain
age-related changes across mental states. Arguments of compensation theories are based on
the task-fMRI studies while support for the dedifferentiation hypothesis relies on the resting
state data. The dynamical concept of metastability allows for the coexistence of compensation
and dedifferentiation. According to this framework changes observed during task and rest are
governed by the underlying metastable dynamics of the system and dynamic FC being more
sensitive to the capturing the temporal changes, will be more suitable for understanding the age-
related effects. Another prominent theory that argues for investigation of the lifespan dynamics
is the ‘scaffolding theory of ageing cognition’ (STAC) [76], which proposed a scaffold network
that might be developed during the maturation process but would no longer be used in adulthood
as more optimized and efficient networks take over. Later in life, when the finely-honed networks
start deteriorating, less efficient network scaffolds are recruited for maintaining the behavioural
integrity. We suggest that this can be achieved by the self-organization of functional networks
with age. Metastability allows flexibility of communication that might be reflected in the local
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dynamics of the neural population, which in turn changes the long-range functional connectivity
among regions. Subsequently, the use of alternate communication routes is operational in the
face of declining structure. Evidences suggest that BOLD signal variability plays an important
role in the outcome of aging-related changes as well as cognitive performance of the healthy
adults [77]. Measures of metastability (e.g., Kuramoto Order Parameter) formally capture the
variability in the synchronization patterns at network level from the BOLD data or from the
neural data simulated by the whole-brain computational models. Thus, these measures can be
used along with the longitudinal data to test the claims of STAC theory in analytically tractable
manner.

In summary, dedifferentiation seems to be a rule, where brain networks reorganize themselves.
Although age-related changes in connectivity are evident from many studies now, dynamics
governing this reorganization is still an uncharted territory. Answer to this question would
not only benefit investigations of aging but also in studies that target characterization of brain
network reorganization at multiple scales. We propose that metastability is one such conceptual
bridge that provides an integrative framework to understand the vast degree of structural and
functional degeneracy in the brain network organization [78, 79]

2.2 Age-effects on Structural and Functional Networks

Age related network level changes in structural connectivity have revealed linear reduction of
white-matter fiber counts across the lifespan [2]. Apart from average fiber counts, the structural
changes were observed in the subtle decreases in fiber lengths of connections between hub-to-hub
(highly central nodes of the network) and hub to non-hub (feeder) connections [3]. At least two
cortical network-based studies have reported decreased modularity in the elderly population i.e.
structural networks of elderly adults become less segregated than that of younger adults[80, 81].
For structural networks, the global and local measures of efficiency show characteristic inverted
U-shaped curve with peak age in the third decade of life-span i.e. efficiency of these networks
peak around the middle-age [82].Apart from these, there are no recent studies that discuss the
age-related changes in structural networks.

When the functional networks are decomposed into modules such that inter-module connectivity
is maximized and intra-module connectivity is minimized, they represent the known-resting state
networks (RSNs). Similar to structural networks, functional networks also report age-related
decrease in modularity i.e. distinct modules that are functionally independent in young adults
tend to merge into a single module in the elderly adults. Global efficiency of functional networks
is preserved with age while local efficiency and rich club index show inverted U-shaped curve
with peak ages at around 30 years and 40 years, respectively. Patterns of functional efficiency
across the cortex are not the same. Networks associated with primary functions such as the
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Figure 2.1: Structural(A,C) and Functional (B,D) Connectivity Changes Across Age. (A) Long-
range white-matter fiber counts reduce across the lifespan, together with subtle changes in the
roles of hub (hub-to-hub), feeder (hub-to-non-hub), and local (non-hub-to-non-hub) connections
as depicted in subfigure (C). (B) Functional connectivity changes within and between resting-
state networks are non-linear across the lifespan and cannot be fully understood in terms of
structural changes. (D) Brain function becomes less modular with age, and functional modules
become less distinct as modularity decreases. Abbreviations: FC, functional connectivity; nf,
number of fibers; RSN, resting state networks. Subfigures (A) and (B) are adapted from [2],
Subfigure (C) is adapted from [3] & Subfigure (D) is adapted from [4]

somatosensory and the motor networks maintain efficiency in the elderly, while higher-level
processing networks such as the default mode network (DMN, [24]), fronto-parietal control
network (FPCN, [83]), and the cingulo-opercular network [84] often show decline in efficiency.
Some of these changes are depicted in 2.1. As can be observed, structural and functional
networks show differential properties with age. Any comprehensive aging theory requires an
account of all these changes in a single framework. The most direct evidence for changes in SC-
FC relationship due to aging comes from Zimmermann et al [5] who used partial least square
(PLS) regression to predict subject age based on the raw mean SC, FC values and SC-FC
correlation among each network nodes. One interesting finding from this study is that there
existed a pattern of SC-FC coupling which uniquely predicted age with high accuracy (r=0.73).
Figure 2.2 shows these patterns. As can be observed in the figure, regions where SC-FC coupling
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Figure 2.2: Brain regions where SC-FC coupling predicts age better than the SC or FC alone.
Nodes in red depict increase in SC-FC coupling with age while nodes in blue represents decrease
of coupling with age. Figure adapted from [5]

.
increased with age included L and R precentral and the L and R superior temporal gyrus which
are part of sensorimotor network. While the SC-FC coupling weakened with age in L inferior
temporal and the L and R pars orbitalis. The authors suggested that SC-FC coupling rather
than SC or FC alone might be used as a bio-marker for predicting healthy aging.

All the above mentioned studies considered static approaches in the analysis of FC networks,
and hence did not consider how the dynamics might play role in exploring SC-FC relationships.
As discussed in previous chapter, metastability based hypothesis of aging requires to investigate
temporal dynamics of signals. A few empirical studies independently explored dynamics of the
BOLD signals and at least one study has explored the dynamics of the functional connectivity
in the context of aging. We will review these studies in the next section.
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2.3 Quantifying Age-related Changes in Brain Dynamics

Earlier empirical studies have used variance-based [85, 86] or multi-scale entropy [87] measures
to characterize the moment-to-moment variability in EEG or BOLD signals. Although, these
studies provided interesting insights into the complexity of the aging brain, they mostly inves-
tigated the variability of each region independently rather than looking at the ‘network-level
interactions’ among these regions. The dynamic nature of FC is often not acknowledged by
the current theories of aging. Indeed, FC can temporarily dwell around one stable network
pattern and spontaneously fluctuate away towards another – a behaviour known as ‘functional
connectivity dynamics’ (FCD) (See [88] for a review). While the origin of FCD is still an active
area of research, FCD patterns have been shown to change during adulthood [89, 90] and during
disease [23]. We argue that age-related dynamic changes need to be quantified in terms of FCD
rather than the static FC in order to understand the dynamics of the aging brain better.

In a very recent study[91], Battaglia et al. analyzed time-varying functional connectivity and
found that the speed of FCD (i.e. number of different FC configurations explored in time)
decreases with age. Furthermore FCD properties predicted differences in cognitive performance
between same-age subjects thus giving the first direct support to our hypothesis. In chapter
5, we will compare our results with the results from this study. In another such attempt,
Schlesinger and colleagues recently investigated dynamic community structure and the flexibil-
ity of each node to switch between the communities while the subjects performed a memory
task [92]. This study conclusively suggests that older subjects are more likely to switch between
network configurations (more-stable networks) during task condition than are younger coun-
terparts when both the groups performed equally well on the task. Similar conclusions were
drawn from another methodologically distinct study [89] concluding that older adults explore
more-fragmented network states. While both these theories suggest that older adults might
achieve the task performance by flexible network reorganization. However, due to unavailability
of the behavioral data for our dataset, we will not make any claims regarding the relationship
between metastability and task-performance of elderly adults.
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Chapter 3

Data Acquisition and Preprocessing

In this chapter, we describe in detail the dataset used for the studies [7]1. We also explain the
acquisition parameters and preprocessing steps required for the generation of the structural and
functional connectivity networks.

3.1 Data

The MRI data was collected from 48 healthy participants (age 18-80yrs; mean: 41.55 years; 19
males) at the Berlin Centre for Advanced Imaging, Charité University, Berlin, Germany. All
participants gave written informed consent and the study was performed under the compliance
of laws and guidelines approved by the ethics committee of Charité University, Berlin. The
distribution of ages is shown in Fig. 3.1. Since the participants were not uniformly distributed
across all ages (and also due to cross-sectional nature of the study) we refrained from any
regression analysis. Instead we further split them into three uniform age-groups: young (N=15,
age: 18-27; mean: 23.25 years), middle-aged adults (N=17, age: 28-51; mean: 38.11 years) and
Old (N=16, age: 54-80; mean: 65.2 years). All the further group-analyses were carried out on
these cohort. The participants did not show any self-reported sign of age-related neurological or
psychological conditions at the time of imaging. Mini Mental State Examination (MMSE) scores
or any other behavioural scores were not available for analysis and hence we do not attempt to
make any comments regarding the cognitive performance of these adults at the individual level.
All our analyses and conclusions are strictly based on the chronological age of the participants.

1Prof. Dipanjan Roy would like to acknowledge the department of Neurology, Charité, Charitéplatz, Berlin
for making the data available for this study and for his affiliation with the institute as postdoctoral research
associate at the time of data acquisition.
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Figure 3.1: Distribution of participants’ age.

Image acquisition Parameters

The scans were obtained using 3 Tesla Siemens Tim Trio MR scanner in two sessions. First
the anatomical (T1 and T2) and diffusion weighted images were acquired and in the second
session simultaneous EEG-fMRI recording was obtained for each participant. For fMRI session,
the subjects were asked to remain awake but keep the eyes closed during the entire scanning
session. No other controlled task was performed. The EEG recordings were acquired for the
validation purposes of pre-processing pipeline but have not been used for the current analyses.
However, specific measures were taken to address any artefact that might have been introduced
due to the EEG electrodes. In the following sub-sections we discuss the acquisition parameters
briefly before moving onto the pre-processing pipeline.

• Anatomical(T1) MRI
For each participant anatomical T1-weighted scans (MPRAGE, TR:1900 ms, TE: 2.25 ms,
192 sagittal slices, voxel size: 1 × 1 × 1 mm,FoV: 256 mm) as well as T2-weighted scans
(2d turbo spin-echo sequence, TR: 2640 ms, TE1: 11 ms, TE2: 89 ms, 48 slices, voxel
size: 0.9× 0.9× 3 mm, FoV: 220 mm) were obtained.

• Diffusion Weighted Imaging
Each participants were scanned for Diffusion-Tensor-Imaging (twice-refocused spin echo
diffusion preparation; 64 different diffusion directions, b-value 1000 s/mm 2 , one b0 image
recorded, TR 7500 ms, TE 86 ms, 61 transversal slices, voxel size 2.3× 2.3× 2.3 mm, FoV
220 mm).

• Functional MRI
Resting state functional MRI (BOLD-sensitive gradient echo 2d EPI, T2*-weighted, TR
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Figure 3.2: The Virtual Brain Preprocessing Pipeline. Each participant’s diffusion tensor and
functional images were registered to pre-processed T1-anatomical images. Subject-specific struc-
tural connectivity (SC) matrix was obtained by running probabilistic tractography for regions
from FREESURFER’s Desikan-Killiany atlas [6]. Functional connectivity (FC) matrix was ob-
tained by computing Pearson correlation between regional mean time-series obtained from the
preprocessed rs-fMRI images. EEG data has not been used for the current analyses and hence
not relevant for the discussion.Figure adapted from [7]

1940 ms, TE 30 ms, 32 transversal slices, voxel size 3×3×3mm, FoV 192 mm, 666 volumes)
was recorded for approximately 22 minutes simultaneously to the EEG recording. First
five volumes were dropped in the preprocessing steps for excluding possible saturation
effects and hence total of T= 661 volumes were used for all further analyses in this thesis.

3.2 Preprocessing Pipeline and Connectivity Matrices

The Virtual Brain (TVB) pipeline was used for the preprocessing of the data and is graphically
represented in Fig. 3.2. We briefly discuss the preprocessing steps used to arrive at the connec-
tivity matrices. Detailed discussion on the validity of each of the steps involved in the pipeline
is out of the scope of this thesis but is rigorously discussed in [7].

• Anatomical MRI and Parcellation
In TVB, anatomical images are processed using Freesurfer’s recon − all command 2 and
typical processing steps include motion correction, intensity normalization, skull strip-

2https://surfer.nmr.mgh.harvard.edu/fswiki/recon-all
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Figure 3.3: Desikan-Killiany Parcellation scheme used for defining nodes

ping, removal of non-brain tissue, brain mask generation, cortical reconstruction, WM
and subcortical segmentation, cortical tessellation generating GM−WM and GM-pia in-
terface surface-triangulations and probabilistic atlas based cortical parcellation. Desikan-
Killiany atlas was used for parcellating the T1 images into N = 68 bilateral cortical regions
throughout this study (Freesurfer IDs: 1001-1035 for left hemisphere and IDs: 2001-2035
for right hemisphere; IDs 1004 and 2004 correspond to bilateral corpus callosum and was
removed from the analysis). The Freesurfer IDs for each cortical regions can be found
online 3. This parcellation is shown in figure 3.3. The 68 region names are enlisted in
Table 3.1.

• DW-MRI and Structural Connectivity Matrix
Pre-processing steps for diffusion MRI images typically involve motion correction, eddy
current correction and registration with the subject-specific T1 image. This was per-
formed in TVB using Freesurfer command dt_recon. Tractography requires binary white
matter (WM) masks to restrict tracking to WM voxels. This segmentation is obtained by
transforming the binarized WM segmented image from subject-specific anatomical space
to diffusion space. Before we can run a tractography algorithm, diffusion tensor images
(DTI) are to be constructed which store the ellipsoid of diffusion at each voxel. The
strength of diffusion at each voxel can then be estimated using the fractional anisotropy
(FA) calcualted from bval (Eigen values). The major axis (direction) of diffusion at each
voxel location is also estimated using the eigen-vectors (bvec).These eigen vector maps
were masked by WM segments. These steps were performed using MRTrix preprocess-
ing. FA mask containing high anisotropy voxels is computed for subsequent fiber response
function estimation. Finally the tractography algorithm was run by selecting nearest WM
voxel from a particular GM parcellation (as previously defined) as seed or target mask.
Tracks are terminated when they leave white-matter segment or reach to a target mask

3https://surfer.nmr.mgh.harvard.edu/fswiki/FsTutorial/AnatomicalROI/FreeSurferColorLUT
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Table 3.1: Labels for Desikan-Killiany Atlas. The first and second ID in ROIs represent left and
right hemisphere regions respectively.

ROI # Region Name
1,35 bankssts
2,36 caudalanteriorcingulate
3,37 caudalmiddlefrontal
4,38 cuneus
5,39 entorhinal
6,40 fusiform
7,41 inferiorparietal
8,42 inferiortemporal
9,43 isthmuscingulate
10,44 lateraloccipital
11,45 lateralorbitofrontal
12,46 lingual
13,47 medialorbitofrontal
14,48 middletemporal
15,49 parahippocampal
16,50 paracentral
17,51 parsopercularis
18,52 parsorbitalis
19,53 parstriangularis
20,54 pericalcarine
21,55 postcentral
22,56 posteriorcingulate
23,57 precentral
24,58 precuneus
25,59 rostralanteriorcingulate
26,60 rostralmiddlefrontal
27,61 superiorfrontal
28,62 superiorparietal
29,63 superiortemporal
30,64 supramarginal
31,65 frontalpole
32,66 temporalpole
33,67 transversetemporal
34,68 insula
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Figure 3.4: Mean distance (left), structural (center) and functional connectivity (right) matrices
averaged across all subjects

seed. Considering one region as seed and all others as target mask at a time, the tractogra-
phy is performed. In order to resolve crossing pathways, fibers are prolonged by employing
a probabilistic tracking approach as provided by MRTrix. Probabilistic tractography in
MRTrix is based on a constrained spherical deconvolution (CSD) that computes the fiber
orientation distribution function (fODF) for each image voxel (see MRTrix documentation
4 for more details). To address several confounds in the estimation of connection strengths
(information transmission capacities), a new seeding and fiber aggregation strategy was
employed for this pipeline and is described in detail in [7]. After the fiber tracking, sev-
eral connectivity measures were used for defining connectivity matrices. For the studies
here we have mainly used two of these matrices: 1. Average aggregated distance ma-
trix (SC_dist_mean_agg) that measures average length estimated by all the tracks
between a pair of regions (referred as distance matrix henceforth). Mean distance matrix
averaged across all subjects is shown in Fig 3.4 (left). 2. Region-wise Capacity Matrix
(SC_file_bwflav1_norm) that estimates average normalized connection strengths from
all the distinct connections found on single-voxel level between pairs of regions i.e. Struc-
tural connectivity matrix i.e. the structural connectivity matrix. Fig 3.4(Center) shows
the SC matrix obtained by this method averaged across all subjects.

• rs-fMRI and functional connectivity matrix
Preprocessing steps for resting state data was performed using FSL’s FEAT pipeline 5

and steps included deleting the first five images, high-pass temporal filtering (100 second
high-pass filter), motion correction, brain extraction and a 6 DOF linear registration to
the MNI space. Then, BOLD volumes are registered to the subject’s T1-weighted images
and parcellated according to FREESURFER’s cortical segmentation. By inverting the
transformation rule found by registration, anatomical segmentations are mapped to the
functional space and average BOLD signal time series for each region are generated by
computing the spatial mean for all voxel time-series of each region. From the region-
wise aggregated BOLD data, functional connectivity (FC) matrices are computed within

4http://mrtrix.readthedocs.io/en/latest/
5https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FEAT/UserGuide
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MATLAB using pairwise Pearsons’s linear correlation coefficient. Fig 3.4 (right) shows
this FC matrix averaged across all subjects.
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Chapter 4

Network Analysis

4.1 Introduction

Brain networks – both structural and functional, have the properties of the complex brain net-
works. These include, power-law degree distribution, existence of central nodes known as hubs,
modular architecture, higher participation coefficient and lower average shortest path length
than that of the random networks. These properties suggest the balance between information
segregation and integration which is the property of a metastable systems. As seen in the pre-
vious chapter, age can affect some of these network measures and in turn disrupt the balance
between integration and segregation. These age-related structural disruption and functional
reorganization can be systematically studied using graph-theoretic complex measures. Apart
from the studies mentioned in Chapter 2, no study till date has explored comprehensive list of
complex network measures. Hence, to validate our dataset and to compare the three age-groups
in terms of their SC and FC network measures, we study integration and segregation measures
for our dataset.

4.2 Methods

We used the structural and functional connectivity (SC and FC) matrices obtained from the
Berlin dataset (explained in the previous chapter) to study the age effect on six network mea-
sures: Global Efficiency, Average Local Efficiency, Clustering Coefficient, Characteristic Path
Length, Small-worldness and Modularity. The global efficiency and charateristic path length
gives the measure of integration of the network while clustering coefficient, local efficiency and
modularity are the measures of segregation. Small-worldness can be related to the overall com-
plexity of the brain-networks. The average SC-FC matrices as obtained from the post-processing
of DTI and fMRI data are shown in Figure 3.4. Subject specific SC-FC matrices were first nor-
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malized and scaled to have values between 0 to 1. Enforcing this scaling allowed to remove the
negative weights from the FC matrix. Although most graph theoretic algorithms have an im-
plementation for the negative edge-weights, most of these treat the negative weights as the least
preferred path while in correlational networks, higher negative weights might have important
network features. However, generalizing the complex network measures for signed correlational
networks is still an important area of research in the domain of complex networks [93]. Hence
due to lack of interpretability of the results in case of negative weights, we circumvent this issue
by min-max scaling of FC matrix. All the network measures were calculated using the Brain
Connectivity Toolbox (BCT) [94]. Each network measure was then separately compared among
3 age groups: Young (18-27yrs), Middle age (28-51 yrs) and Old (54-80 yrs). We explain in
detail the methods for network generation, network measures and statistical analysis of these
measures in the next subsections.

4.2.1 Thresholding and Network Generation

Statistical network analysis often introduce false-positive (FP) associations. In SC, FP edge-
weights arise due to streamline estimation during the tractography algorithms and for FC, the
FP rate is high due to estimating large number of correlation coefficients. To avoid influence
of FP on group-comparisons, here we applied proportional thresholding under the assumption
that weaker edge-weights in both SC and FC networks arise due to high false-positive rates.
For each subject, each of the network was sparsified over range of thresholds between 1%-50%
(threshold t=0.01 · · · 0.5) proportion of all the weights for both SC and FC matrices. Moreover,
the diagonal entries for both matrices were forced to be zero for avoiding self-loops.

4.2.2 Network Measures

For each subject, six global network measures were calculated for both FC and SC, at each
threshold: Global Efficiency, Clustering Coefficient, Characteristic Path Length, Small-worldness
and Modularity. Each of these measures were defined as follows:

• Characteristic Path Length (CPL): Mean of shortest paths between each pairs of nodes
in the network. That is, average steps required along the shortest path to reach from any
node of the graph to any other node. For weighted undirected network, it is defined as
follows:

CPLw =
1

n

∑
i∈N

∑
j∈N,j 6=i d

w
ij

n− 1

where N=68 (i.e. total number of nodes) and dwij defines the weighted distance of the
shortest path between a node-pair (i, j).
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• Global Efficiency (EGlob): The inverse of the harmonic mean of shortest path length
between each pair of nodes within the network. For weighted undirected networks, it is
defined as follows:

Eglobw =
1

n

∑
i∈N

∑
j∈N,j 6=i (d

w
ij)
−1

n− 1

Note that the global efficiency is inversely related to the characteristic path length. How-
ever, it is numerically easier to compute than characteristic path length when the graph
becomes sparse. Moreover, it also captures group differences better than the CPL for
sparser graphs.

• Clustering Coefficient (CC): It is a local (nodal measure) and is defined as the mean frac-
tion of neighboring nodes of a node which are also neighbors of each other. It is calculated
as average geometric mean of all triangles associated with the node. Clustering coeffi-
cient was averaged across all nodes to obtain the mean CC of network. Mean clustering
coefficient can be defined as follows for the weighted undirected graph:

CCw =
1

n

∑
i∈N

2twi
ki(ki − 1)

where, ki is weighted degree of node i and twi is geometric mean of weights of triangles
around node i. If the nodes j and h are neighboring nodes of node i (and if ∃ edges between
i and j, j and h and between i and h having weights wij , wjh & wih respectively) then,
twi is defined as follows:

twi =
1

2

∑
j,h∈N

(wijwihwjh)
1
3

• Local Efficiency (Eloc): Average global efficiency of each node i of the sub-graph that
contains neighbours of i. Eloc is the measure of the fault tolerance of the system. It is
defined as

Ewloc =
1

2

∑
i∈N

∑
j,h∈N,j 6=i

(
wijwih

[
dwjh(Ni)

]−1) 1
3

ki(ki − 1)

Where the notations are same as previously defined.

• Small-World Index (Sw): Sw was calculated as the ratio of normalized mean CC and nor-
malized CPL. Networks having higher clustering and lower characteristic path lengths have
high communicability and hence have higher Sw. For weighted network it was measured
as follows:
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Sw =
(CCw)(CPLrnd)

(CPLw)(CCrnd)

Where CCrnd and CPLrnd are respectively the clustering coefficient and characteristic
path length of the randomized weighted network. For our purpose we generated 10 ran-
domized networks preserving the degree distribution of the original network each time and
by rewiring each edge in the original network approximately twice. For each randomly
generated network, we find CC & CPL after each iteration. Finally, CCrnd and CPLrnd

were calculated by averaging values of CC and CPL across these 10 iterations. This pro-
cedure was repeated for each subject and for all thresholds to obtain the final values of
Sw.

• Modularity (Q): Modularity was estimated using the Louvain community detection al-
gorithm (see next section). It is calculated as the fraction of edges that falls inside the
same communities compared to such edges between communities.For a given community
structure, it is defined as follows:

Q =
1

2m

∑
ij

[
Wij −

kikj
2m

]
δ(ci, cj)

Where Wij is the weight of edge between nodes i and j, ki & kj are weighted degree
of nodes i and j respectively, m is the sum of all edge-weights in the graph, ci & cj

are community assigned to nodes i and j respectively and δ defines the Kronecker delta
function. Since modularity depends on a particular community structure and community
detection itself is an optimization process, we need to approximate value of modularity
across several runs of modularity optimization. This optimization algorithm is explained
in details in the next section.

4.2.3 Community Detection

To construct the most representative structure of network of communities, in order to compute
the modularity, we applied Louvain algorithm [95]. We chose a random partition containing 4
modules (the most common number of modules identified over 100 independent realizations of
the algorithm) as our representative partition and the similarity of this chosen partition with 99
other modularity iterations of the group average matrix was calculated using normalized mutual
information and this was used to get the final consensus partition using a threshold of at least
80 similar assignments of an area to an individual cluster over the N=10 runs of the algorithm.
Modularity was calculated as the mean of all the modularity values obtained across these 10
runs.
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4.2.4 Statistical Analysis

Pairwise group differences for each network measure were analyzed separately for SC and
FC among three age-groups using non-parametric one-way ANOVA, i.e., Kruskal-Wallis rank
test [96].

4.3 Results

We studied 5 global network properties across lifespan in order to understand the differential
effects of aging on structural and functional connectivity and to validate our dataset in that
process.

• Characteristic Path Length (CPL)
Figure 4.1(A) depicts the effect of network sparsity on the CPL of the three groups-
young (green), middle-aged(blue) and old (red). Since CPL is function of shortest path
distances in the graph, the CPL exponentially decreased with the decrease in network
sparsity (increase in the threshold for preservation of edges). This trend was clearer in
case of SC than in FC. For SC, at very sparse networks (t = 0.01 · · · 0.03), CPL of younger
subjects were higher than that of the other two groups however, this did not result into any
significant differences among the three group-means (p >> 0.05). Similarly for Functional
Connectivity (FC), no significant changes across the three groups were observed.

• Global Efficiency (Eglob)
Figure 4.1(B) shows the effect of network sparsity and age on the global efficiency of the
network. Since global efficiency is inversely related to the shortest path distances of the
networks, Eglob exponentially increased as the function of network sparsity, both for SC
and FC. The Eglob of SC network consistently showed group differences between young
to old age-groups and between middle-age and old groups at all sparsity levels (threshold
t > 0.04). In particular, younger and middle-aged subjects showed significantly higher
global efficiency (p < 0.05) as compared to that of the older subjects. However, there
were no significant differences among any of the age-groups across any threshold in the
FC network.

• Clustering Coefficient (CC)
Figure 4.1(C) plots the clustering coefficient of networks at different sparsity levels for
three different age-groups. As can be shown, there were no significant differences in the
clustering coefficient for the SC networks. However, for denser FC networks (0.4 < t <

0.5), clustering coefficient of the younger subjects were higher than that of the middle-aged
subjects. While no significant changes were observed for older subjects. With increased
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Figure 4.1: Group differences in SC(left panel) and FC(right panel) network measures: (A)
Characteristic Path Length, (B) Global Efficiency and (C) Clustering Coefficient across different
levels of network sparsity (X-axis). The error-bars represent standard error to the group means.
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value of t, the number of edges (having weaker correlation values or edge weights) increased
in the network. This suggests that for younger subjects, increase in the weaker correlations
resulted into more segregated clusters in comparison with the middle-aged group.

• Local Efficiency
Figure 4.2(A) plots the local efficiency of networks at different sparsity levels for three
different age-groups. In SC matrix, local efficiency of the denser networks(0.4 < t < 0.5)
were significantly different across young and old as well as across middle-aged and old
groups (p < 0.05). However, local efficiency of FC networks showed variable effects of
age depending on the threshold of investigation. For example, at the smaller threshold
(in sparser networks) Eloc of middle-aged group was higher than that of the older age-
group. But in the denser network, Eloc of middle-aged age-group significantly reduced
with compared to the other two age-groups.

• Small-World Index
Figure 4.2(B) plots the small-world index across age-groups for all thresholds. No sig-
nificant differences were observed either in the structural or functional brain networks for
SW index, thereby suggesting no age-effect on this measure.

• Modularity
Modularity determines how well a given graph can be decomposed into sub-graphs. It
is a measure of segregation. As can be seen clearly from Figure 4.2(C), Modularity of
SC networks was significantly different across all the three age-groups. Modularity of SC
consistently decreased with age, suggesting that structural networks became less distinct
with age. For the functional brain networks as well, modularity of the older groups showed
significant decreases from that of the younger group. As the network grew denser, the
modularity differences between older and middle-aged group also became prominent.

4.4 Discussion

We measured graph theoretical metrics for structural and functional brain connectivity across
three age-groups: young, middle-aged and old at different network-sparsity levels. We discuss
the results in this section.

• Structural Connectivity Network
The network measures that showed the most significant differences across the three age-
groups in SC networks were: Modularity, Local Efficiency and Global Efficiency. In partic-
ular, the modularity of the young adults was the highest, followed by that of the middle-
aged, followed by the older adults. This suggests that the structural network becomes less
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segregated with age. i.e. Communities become less separable from each other. Wu et al.
had previously shown that the modularity of the networks obtained by simply correlating
the gray matter volume of each distant brain regions is lower in other older adults than
in the other two groups [80]. Our results complement this by suggesting that the white-
matter structural network start deteriorating even earlier, around the middle-age. Global
efficiency of the elderly showed significant decrease from the other two-groups. Previously,
a study has found an inverted U-shaped curve for Global efficiency of SC networks [82]
with peak age at around 30 years of age. We found the significant differences only among
middle-aged to old group (and not between young to middle-aged). This is precise;y be-
cause this study included participants from the age-group 9-18 years and hence, their
study includes age-effects related to adolescent development as well. Local efficiency of
older adults was significantly lower than the other two groups, but not consistently across
all thresholds. This result is in accordance with the results observed by [2] but should be
taken with caution since it stands only for the selected few higher thresholds.

• Functional Connectivity Network
Functional Connectivity showed significant age-effects in modularity, Local Efficiency and
Clustering Coefficient, but not in Global Efficiency unlike SC. Since the FC showed dif-
ferences only in the measure of information segregation, it confirms the results from the
previous studies which show that the functional networks become less segregated or func-
tionally less specialized with age. We found significant differences in clustering coefficient.
Previous studies by Betzel et al. has shown that the between network RSN connectivity
increases with age while within network connectivity reduces [2]. Our results support this
result and also report the dedifferentiation as described in the previous chapter. Clustering
coefficient only showed significant differences across young to middle aged and only for the
higher thresholds. This is in accordance with the results from [82] that also showed using
linear regression analysis, that the clustering coefficient of the functional networks showed
slightly U-shaped trajectory, with the bottom value spanning in the fourth decade.

In summary, the age-related changes in SC and FC are not symmetric. While the global and local
efficiency of structural networks decreased with age, FC networks only show significant age-effect
in Local efficiency but not in global efficiency. Clustering coefficient declines with maturity (from
young to middle age) but only in case of functional connectivity, not in structural connectivity.
The only change common across both the modalities was the decreased modularity of the elderly
adults in structural and functional connectivity networks. These results increased support for
dedifferentiation hypothesis that suggests that the functional networks become less specialized
with age. Here we did not investigate the nodal network properties since we are more interested
in the global network phenomena. However, as discussed in the previous section, many studies
have investigated this before and the comprehensive review of which can be found in [15].
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Chapter 5

Predicting and Measuring Metastability in Aging Brain

5.1 Introduction

In previous chapters using whole-brain graph theoretical measures we demonstrated that age-
related changes in functional and structural connectivity show different trends. Main observation
from this analysis was that while global efficiency of structural networks significantly declines
from young to old age-group, that of functional connectivity is maintained till the later age.
Moreover, modularity of structural and functional networks showed differential patterns across
thresholds. These network changes have been hypothesized to co-occur with the reduced task-
specificity of functional networks during positive task performance [97], which might suggest
flexibility of functional networks on top of declining structure [76, 64, 98].

However, in these studies we used static functional connectivity measures, the FC averaged over
all time-points. However, recent evidences propose that functional organization of the brain
at rest has rich dynamic repertoire, fluctuating between various possible states in time [20].
The change in dynamic-FC (d-FC) with age predicts brain maturity with good accuracy [90].
Flexibility of d-FC, known as ‘metastability’, also correlates with flexible cognitive function [99].
Since elderly adults show change of behavioral strategies [100] and also altered spatiotemporal
FC patterns, we hypothesize that: 1) metastability of resting state FC will vary significantly
across age-groups and 2) age-effect on metastability would manifest differently across different
resting state networks. We adapt an exploratory analysis approach to verify these hypotheses.
First, using signal processing techniques on BOLD time-series data, we improve temporal resolu-
tion of the imaging data and define metastability. Secondly, using graph theoretic approach, we
detect communities that are consistent across age-groups. We investigate the significance of the
first hypothesis of different metastability across age-groups in detected communities and in the
whole brain. Furthermore, we divide brain regions into seven predefined functional networks
namely: Control, Default Mode Network (DMN), Dorsal Attention Network (DAN), Ventral
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Attention Network (VAN or salience network), Limbic System, Sensorimotor (SMN) and Visual
Networks. We first assess age-effects on each of these individual networks. Finally, to test the
second hypothesis of changed roles of resting state systems, we carry out discriminant function
analysis (DFA) which explores linear combinations of these seven resting-state networks that
contribute maximally in discriminating between healthy young, middle-aged and old subjects.

5.2 Methods

Figure 5.1 contains the work-flow for this analysis. Regional BOLD signal time-series data
were obtained for 48 healthy participants from the Berlin data set described in Chapter 3. For
the purpose of group level analysis in this study, subjects were further uniformly divided as
follows: 16 healthy young adults (age: 18-27; mean: 23.25 years), 16 healthy middle-aged adults
(age: 28-51; mean: 38.11 years) and 16 healthy old adults (age: 54-80; mean: 65.2 years).
Imaging protocol and preprocessing steps are as explained in the chapter 3. Subject-specific
functional connectivity (FC) matrices were obtained by applying z-transformed pairwise Pearson
correlation between each pairs of regional BOLD time-series as well as using phase-synchrony
between each pairs of filtered analytic BOLD signals (described in the next section).

5.2.1 Synchrony and Metastability

Each subject’s regional BOLD time-series signals were first band-pass filtered in narrow frequency-
band 0.04-0.07Hz using Parks-McClellan optimal equi-ripple filter [101]. Analytic signal (yn)
was derived from each band-pass filtered original BOLD signal as follows:

yn(t) = xn(t) + jH(xn(t)) = Reiφn(t) (5.1)

Where, H(xn(t)) represents Hilbert transform of the original signal xn(t) for the nth ROI.
Analytic signal has advantage over original signal since it discards negative frequency compo-
nents without loss of information and makes instantaneous phase (φ(t)) of the signal accessible;
hence allowing to explore relationships at higher temporal resolution. For each subject, at each
time-point, the Kuramoto Order Parameter (R) then defines mean phase synchronization or
instantaneous coherence in the network [59]:

Rc(t) =
1

Nc
|
Nc∑
j=1

eiφj(t)| (5.2)
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Figure 5.1: Illustration of the pipeline followed to characterize metastability. Preprocessed data
is parcellated and regional BOLD signal is extracted. Hilbert transform is applied to filtered
BOLD signals to find phase synchrony and metastability. Centers of the regions categorized in
seven resting state networks identified in Yeo et al [8] and adapted for the Desikan-Killiany atlas
used for this study.
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Here, Nc represents the number of regions in the network c. For whole-brain analysis, Nc = 68;
for the functional network analysis, Nc depends on the number of regions considered for that
particular functional network. Metastability (ξ) for each subject is then defined as the amount of
variability of brain-wide or community-wide coherence i.e., standard deviation of the Kuramoto
Order Parameter.

ξc =
1

t− 1

T∑
t=1

(Rc(t)− 〈Rc(t)〉)2 (5.3)

We use this measure of metastability to compare across age groups as well as across lifespan.

Furthermore, subject specific functional connectivity matrices were obtained based on the instan-
taneous phase of the signal such that each entry FCij in the phase-based matrix FC represents
cosine of instantaneous phase-difference between regions i and j (φi(t) − φj(t)) averaged over
time [21]. These matrices were used for community detection (explained in next session) across
subjects.

5.2.2 Community Detection & Hub Identification

Brain Connectivity Toolbox [94] was used to investigate the modular organization of each partic-
ipant’s FC networks. Modularity quality (Q) was determined by comparing the observed within-
module connection density to the expected within-module connection density as explained in the
previous chapter. Optimal community structure was obtained by maximizing Q-value for each
partition according to the Newman’s algorithm [102]. The modularity algorithm was run for
1000 iterations for each participant’s FC. An optimal representative partition was determined
with an iterative consensus-clustering algorithm, based on similarities in the 1000 near-optimal
community partitions. Depending on the partition, hub regions were determined as the regions
whose participation coefficient was greater than mean plus first standard deviation of all par-
ticipation coefficient values for the subject’s community partition. Most consistent hubs across
all subjects were than used as seeds to determine the communities, which were common across
all subjects. Same procedure was repeated for the FCs obtained based on Pearson Correlation
and phase-synchrony. As shown in Fig. 5.2, number of communities detected was similar re-
gardless of the method used for obtaining FC matrix. However, the phase-based FC determined
fairly consistent communities across subjects. Apart from the communities obtained from the
above procedure, we also subdivided each region of the brain in seven overlapping functionally
important networks previously identified by Yeo et al [8]. Taking overlapping networks into con-
sideration allow us to perform exploratory analysis to determine role of each of these networks
in classification of healthy young, mid-age and old subjects.
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Figure 5.2: Communities detected (red bordered blocks) by correlation-FC (left) and phase-
based FC (right) average connectivity matrices. The detected communities are the same for
both the measures. Quality (modularity) of modular decomposition of phase-based FC matrix
is lower for mean FC but no significant differences were found between the two modularity scores
across subjects.

5.2.3 Statistical Analysis

For group-level analysis, non-parametric one-way analysis of variance was performed using
Kruskal-Wallis rank-test [96]. Post-hoc multiple comparison tests were performed if required to
understand pairwise group-differences [103]. To understand combined contribution of metasta-
bility scores of each of the seven resting state networks, we adapted Linear Discriminant Analysis
[104] considering seven resting state networks scores as features and assigned age-group as class-
labels.

5.3 Results

5.3.1 Metastability of elderly adults is significantly higher than that of middle-

aged adults

Kruskal-Wallis rank test was used for comparing median ranks across young, middle-aged and
old group. The one-way ANOVA test confirmed that there was statistically significant difference
between metastability of young, middle-aged and elderly groups (H(2) = 6.55, p = 0.038) with a
mean rank of 25.31 for young, 18.68 for mid-age and 31.41 for old group. A post-hoc ScheffeâĂŹs
test showed that metastability of elderly adults differed significantly from that of the middle-
aged subjects at p=0.038. No significant differences were observed between mean ranks of the
other two pairs of groups. Fig. 5.3 summarizes the group-wise statistics in box-plot. These
results confirm that metastability of elderly adults is significantly higher than that of middle-
aged adults.
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Figure 5.3: Box-plot for whole-brain metastability at rest for three age-groups. Horizontal lines
represent mean ranks, notches represent 95% confidence interval. Mean rank of middle-aged
group is significantly less than that of old group (p = 0.038).

Similar analysis was performed for the three communities obtained as discussed in above section.
Mean values of metastability followed a U-shaped trend across age groups, with middle-aged
subjects demonstrating the lowest metastability in all the communities. However, not all of these
results were significant. Fig. 5.4 shows mean measures of metastability ( standard error) across
all communities. Metastability of elderly adults in control/attention network (H(2) = 10.67,
p = 0.0048) was significantly different than that of middle-aged subjects. No significant age-
effects were observed in the metastability of other communities.

5.3.2 Metastability of known functional network shows statistically signifi-

cant differences across age-groups

As shown in previous analysis, metastability of middle-aged and old age groups across detected
communities was significantly different. To gain understanding of functional importance of
metastable regions involved in these communities, we further assigned each region to one or
more resting state functional networks following the procedure from [105]. Metastability of
each functional network for each subject was calculated as the standard deviation of temporal
coherence of regions involved in these networks as explained previously. First, non-parametric
univariate Kruskal-Wallis tests were performed for test of equality of group means on each of
these networks. Results are summarized in tables 5.1 and 5.2.
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Figure 5.4: Metastability of the most consistent communities across subjects as shown in Fig 5.2.
CommA: control and ventral attention regions (identified hub: Insula) CommB: Default Mode
& limbic regions (identified hub: Precuneus); CommC: Sensorimotor regions (identified hub:
Precentral gyus), **p <0.005, *p <0.05 , Kruskal-Wallis test of mean ranks).

Table 5.1: Univariate test for equality of means

Chi-sq sig young mid-age old
Control 6.43 .040* 30.94 18.44 26.03
DMN 3.74 0.154 21.94 22.56 30.66
DAN 10.72 .004* 25.81 16.74 32.97
VAN 11.85 .003* 29.5 15.38 30.72
Limbic 7.94 .018* 21.75 20.32 33.22
SMN 4.35 0.114 24.88 20.03 30.41
Visual 4.53 0.104 19.88 24.56 30.59

Table 5.2: Post-hoc Multiple Comparisons

Post-hoc p-val
Control Young-midage 0.032
DMN NA -
DAN midage-old 0.032

VAN young-midage
midage-old

0.0127
0.0058

Limbic midage-old 0.0259
SMN NA -
Visual NA -
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5.3.3 Linear Discriminant Analysis (LDA) and Importance of RSNs

Since metastability of different networks seem to be affected differently with age, we perform
LDA to investigate which linear combination of the resting state network metastability values
can help discriminate between the three age-groups significantly. The metastability measures
of 7 RSNs (predictors) were transformed into two-dimensional orthogonal space (defined by
basis DF1 and DF2, referred as functions hereafter), which maximally discriminate between the
age groups. Chi-square test of Wilk’s lambda confirmed that the predicted model parameters
are statistically significant (See table 5.3). Loadings of each observed variable on the two
functions is plotted in Fig 5.5. DF1 reflects the well known organization [31, 83] of ‘task-
positive’ (namely Control, Dorsal and Ventral attention systems) and ‘task negative’ Default
mode network. DF2 revealed interesting pattern of co-ordination between DMN and Control
networks, which contrasts with attention networks. Sensorimotor, visual and limbic systems
negatively contribute to DF1 but positively contribute to DF2.

All groups were successfully discriminated on the two axis (Fig. 5.6. 72.9% of original grouped
cases were correctly classified by the discriminant function. Leave-one out cross-validation
resulted in 60.3% of accuracy. DF1 significantly (H(2) = 15.9; p = 0.0004) distinguished be-
tween young and middle-aged group (p = 0.0002) as well as between young and elderly groups
(p = 0.0032) mostly on the basis of contrast between DMN and salience + control networks with
younger subjects exhibiting lower metastability in DMN but higher metastability in salience,
dorsal attention and control networks. DF2 significantly (H(2) = 16.69; p = 0.0002) discrimi-
nated between young and old groups (p < 0.0049) as well as between middle-aged and old group
(p = 0.0004) with older subjects having higher metastability in dorsal and ventral attention
networks but lower metastability in control and DMN. 5.7 captures rank-relationship between
metastability of groups along the directions of DF1 and DF2.

The results of discriminant analysis suggest that there are two different combination of resting
state network systems that are affected by age; each affected at the different point in lifespan.
System ascribed to DF1 operates after the young age; during maturation and system described
by DF2 operates at the old age, during the aging process.

Table 5.3: Wilk’s Lambda

Test of Function Wilk ’s Lambda Chi-square df Sig.

1 0.439 34.56 14 0.002

2 0.693 15.427 6 0.017
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Figure 5.5: Loadings of each variable on two functions (DF1 and DF2) identified by DFA.
DF1 largely reflects the previously reported well-known dichotomy between salience, control
(task positive) and DMN (task negative) networks while DF2 captures interesting pattern with
strong positive effects of Ventral and Dorsal attention network together with strong negative
effects of Control and Default Mode Network.

Figure 5.6: DF1 against DF2. 72.9 % (60.3% after leave-one out cross-validation) of original
data-points were successfully classified. Elderly adults have higher variance along positive DF2
axis while young and middle-aged adults show higher variance along positive and negative DF1
axis respectively.
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Figure 5.7: Comparison of mean ranks on DF1 and DF2 obtained from post-hoc multiple com-
parisons on results of non-parametric one-way ANOVA. *p <0.05, **p <0.005, ***p <0.0005

5.4 Discussion and Conclusions

We studied the effect of age on dynamic repertoire of the intrinsic activity of the brain. We
evaluated metastability (i.e., the ability of BOLD signals of cortical regions to co-ordinate and
compete in time [10]) across three uniformly distributed age groups: young, middle-aged and
old. We found significant differences in whole-brain metastability between old and middle-aged
groups suggesting that older participants are likely to visit more distinct ‘states’ at rest than the
middle-aged participants. Yeo et al. [106] have shown that functional entropy of the resting state
networks increases with age, suggestive of more spatially widespread correlation pattern with
age. Our results partially confirm this finding in temporal domain suggesting that increased
entropy in static-FC of elderly adults might be a result of the increased variability in dynamic
FC. In contrast to their results, such effect was not significant between young to middle-age.

As discussed in Chapter 2, Battaglia et al. have shown that the fluctuation in dynamic FC be-
comes slower with age [91]. They used Pearson correlation coefficient to measure windowed FCs,
considered age as a continuous variable and assessed properties of ‘Jump Length Distribution
(JLD)’ of dynamic FC matrices to reach to this conclusion. At the first look, our results of higher
metastability might seem to be in disagreement with this study but they are not. Battglia and
colleagues explored the ‘speed’ of the FCD while here we indirectly studied the ‘(dis-)similarity’
among the network-states explored. Battaglia and colleagues in a sub-analysis, studied the tem-
poral stability of the modular structure of the dynamic FC networks and concluded that older
adults showed lower temporal stability of FC networks (and hence, high average ‘fluidity’ in the
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modular architecture) despite overall decrease in the speed of transition. Interestingly, this re-
sult complements ours, since we also find high variability in the way network nodes synchronize
with each other (i.e., the way they define modules) in older adults.

Grady et al.[85] used partial least squares to assess age-effect on standard deviation of BOLD
signals and confirmed wide-spread age-related patterns with some regions showing increased
variability while others showing decease with age. However, the study contained only young
and elderly groups. Our results show that more robust patterns of variability exist between
young to middle-aged as well as middle-aged to old.

To understand the metastable behavior across topologically distinct functional networks, we
use community detection algorithm on mean-FC and compared metastability of detected com-
munities across age groups. We found significant difference between middle-to-old age groups
only in one community, which contained regions from control network and ventral attention net-
work. However, on applying multivariate discriminant analysis across networks show that richer
age-related differences exist due to combined effects of these networks, which remain largely
undetectable by considering only static mean-FC for graph theoretic analysis. We also find that
default mode network does not show significant age-effects in the independent univariate analy-
sis. However, when taken together with other networks, it does contribute to the predictability
of age.

Most interesting results were obtained from the discriminant analysis. We found two different
patterns of change in metastability each of which significantly discriminate between maturation
(young to middle-age) and aging (middle-age to old) processes. Precisely, first pattern revealed
higher metastability in control and attention systems with lower metastability of default mode,
limbic and sensorimotor systems in young subjects compared to other two groups. Second pat-
tern showed reversed pattern in metastability of control, limbic and somatosensory (SMN and
visual) networks. Precisely, old subjects have significantly higher metastability in attention
networks, limbic and sensorimotor networks while significantly lower metastability in control
and default mode regions than that of other two groups. This observation confirms claims of
default-executive coupling hypothesis in old age [70], which precisely suggests reduced segrega-
tion between default mode and executive control network. We provide additional evidence that
increased coupling between these two systems is most likely due to reduced metastability of con-
trol network in old age. Most striking difference between maturation to aging process therefore
can be attributed precisely to the reversed role of control network in terms of its significantly
lower metastability. We speculate that process of maturation might gradually converge to the
process of aging when the fronto-parietal control network decouples from the attention networks
and couples with the default mode regions due to reduction in metastability of this network.
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Chapter 6

Whole-brain Computation Modelling Approach

6.1 Introduction

In the previous chapter, we demonstrated the importance of investigating the metastability of
BOLD signals to understand the age-effects on the resting state dynamics. Although character-
izing the metastability of brain dynamics is the first step, and provides empirical support for our
hypothesis, such investigations do not give information about the underlying dynamics that take
place at faster timescales (e.g. firing rate/ oscillations of the local neural populations). Aging
is a multifactorial process and understanding the system at multiple different spatiotemporal
scales is warranted. Recent whole-brain computational modeling studies try to bridge this gap
by modeling the dynamics of ‘networks of networks’ [57]. In these models, activity of each brain
region (or node of our SC matrix) is modelled as biologically plausible (sometimes recurrent)
network of neural populations and each of these networks is further connected according to the
connectivity strengths obtained from the DTI tractography data (i.e., edge weights of our SC
matrix). (See section ‘Whole-brain Computational Models’ in Chapter 1 for more details).

Fig. 6.1 explains the typical work-flow for these computational models. Depending on the local
phenomenon that each model is trying to explain, several local parameters must be considered.
For e.g., if we are interested in simulating firing rate of the excitatory and inhibitory neural
population, we can consider rate coded network models or more realistic - conduction based
spiking neural network [107, 108] 1 or neural mass model [109] at each node. If we are interested
in simulating oscillatory behaviour of neural population, we can consider simple oscillators,
Fitzhugh-Nagumo oscillators [110] or Kuramoto oscillators [59] as a local model at each node of
SC. Each of these models has a number of parameters that need to be tuned at each SC node.
Apart from the local network parameters, noise is added to the system and hence, the mean
and standard deviation of the Gaussian noise is listed as one of the parameters in Fig. 6.1.

1http://kevin-gurney.staff.shef.ac.uk/files/Sem2/Lecture4/KG_comp_neuro_S2_L4_handout.pdf

http://kevin-gurney.staff.shef.ac.uk/files/Sem2/Lecture4/KG_comp_neuro_S2_L4_handout.pdf
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Figure 6.1: Typical work-flow for the whole-brain computational models. Input to this models is
generally structural connectivity (SC) matrix and output is the time-series of neural activity of
each node of SC. A forward model of Hemodynamic Response can be convolved with the neural
activity to simulate slower BOLD signals that in turn can compute functional connectivity (FC)
matrix. Free parameters at each step are shown in the bottom panel.

Optionally a conduction delay parameter can be used for each long-range connection between
two SC nodes (i.e., an edge in SC matrix). The delay is typically calculated in terms of mean
velocity (another free parameter to tune) and distance between two nodes as obtained from the
DTI tractography data. Moreover, each SC connection is scaled by mean coupling strength (G),
which is another free parameter which can control the effect of SC coupling. For e.g., if G = 0,
all SC nodes are independent of each other and if G = 1 they are connected according to the
actual SC edge weights.

The global parameters like mean velocity (∼ mean delay) and global coupling strength (G)
capture the changes in the qualitative behavior of the system. Hence, these parameters are
known as ‘control parameters’. For a specific range of values of control parameters, the behavior
of the system resembles the empirical results, determining the ‘dynamical working point’ of the
system. The most consistent result from the previous studies that simulate resting state neural
activity is this: the working point of the system is obtained when the system is sub-critical i.e.,
close to the steady state solution.

The computational models have also previously shown how the shift in the working point occurs
due to lesion (removal of a node in SC) or deterioration in the number of fibers (change of
weights in edges of SC) because of disease [111, 112]. We hypothesized here that the network-
level changes that occur with age are also due to similar shifts of the working point. These
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models can systematically relate the micro-scale properties of the local dynamics (such as firing
rates, time-delays, neural oscillations, synchronization, and metastability of neural signals) to
the network-level dynamics (such as integration, segregation, functional connectivity dynamics,
and multistability) [113]. Our proposition is that a small change in white matter fiber tracts that
connect the dynamically important network nodes can result in a shift in the working point (the
point at which the simulated FC best matches with the empirical FC) of a dynamical system.

To test our hypothesis, we carried out several simulation studies for the two existing whole-brain
computational models- a simple attractor model with noisy fluctuations, named as the Reduced
mean field model and an oscillator model with time-delay between the SC nodes, named as the
Kuramoto Model. Before we give the details of each of these models, we will explain how the
dynamics of the system defined by these models are related to the metastability using a toy
example.

6.2 Theory

6.2.1 Parameter Space and Metastability – A Toy Example

Consider a dynamical system described by a state variable φ and control parameters p1 and p2
such that

φ̇ = f(φ(t), p1, p2)

then, φ̇ versus φ plot graphically represents the qualitative behavior of this system (For e.g.,
Fig. 6.2(a)). The ‘fixed points’ are created wherever φ̇ = 0.

If the slope of the curve at fixed point is negative, the fixed point is stable, and it is called an
attractor (represented as two closed dots in Fig. 6.2(a)). If the slope is positive, the fixed point
is unstable (represented as open dots in Fig. 6.2(a)).

The choice of function f and values of control parameters p1 & p2 determine the behaviour of
the dynamical system. In most cases, f is chosen such that the system exhibits ‘local bifurcation’
i.e., a small change in the parameter values (p1 and/or p2) causes a sudden ‘qualitative’ change
in system behaviour.

Consider Fig. 6.2. This figure depicts the dynamics of the system defined by a normal form of
the Haken-Kelso-Bunz (HKB) model [114]. This model was first used to theoretically explain
the phase-transitions in the coordination of human hand-movements. However, without going
into the details of this model, we can explain the various types of dynamics (attractor dynamics,
metastability, or multistability) this system exhibits depending on the parameter values.
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Figure 6.2: Example of bifurcation/ phase transitions. Figure adapted and modified from [9]

Fig. 6.2(E) represents the parameter space (or a phase diagram) of the system. i.e., the possible
trajectories of the system as a function of control parameters p1 and p2. Four kinds of dynamics
are possible in this case. For any value of p2, if p1 = 0, the system has constant rate of change
(i.e. φ̇ = c, c ∈ R) (Fig. 6.2 (d)). If 0 < p1 < 0.25 and the system can either be in monostable
(Fig. 6.2 (b)) or metastable (Fig. 6.2(c)) regime depending on the value of p2. For higher
values of p2, the system is metastable, i.e., it is close to the attractor, but since there are no
fixed points, system never reaches the steady state. As we keep decreasing value of p2 while
keeping p1 the same, two new fixed points are created (Fig. 6.2 (b)), out of which one is stable.
Hence, the system always settles down in this state and is said to be in monostable regime.

For 0.25 < p1 < 1.25, there are two possible transitions depending on values of p2 – monos-
tability and multistability. As we further decrease the value of p2, the system transitions into
multistability (or bistability, to be precise). That is, two new fixed points are created and now
there are two attractors (Fig. ( 6.2 (a)). The system can settle into any of these attractor states
depending on the initial values.

To conclude, control parameters divide the phase-space into three different regimes (Fig. 6.2
(e)). Transition from any regime to any other regime is known as bifurcation or phase-transition.
Phase-transitions are common in case of complex biological systems such as in brain and be-
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Figure 6.3: Neural Dynamics observed at different spatiotemporal scales. Phase alignment in the
metastable dynamics at the microscopic scale can be reflected in state-transitions (multistable)
dynamics at the mesoscopic and macroscopic scales. Figure adapted from [10]

haviour. The metastable and multistable behaviours are interesting in particular for resting
state dynamics because empirical data suggests a rich dynamic repertoire (e.g., many different
possible configurations of FC in time). Such rich dynamics are possible only within the regime
of metastability and multistability. And that is why the dynamical working point (that explores
resting state dynamics) of the whole-brain computational models is always located at the edge
of criticality in the metastable or multistable regime.

Another interesting property of the brain dynamics is the ability to exhibit different dynamics
at different scales. This phenomenon is depicted in Fig. 6.3. Left most panel shows oscillations
from four neural populations. Each individual neuron-pair can be in metastable regime (i.e.,
synchronizing and desynchronizing transiently) or they might show epochs of coherence. If the
mesoscale signal is recorded, only the epochs where phases are aligned will be captured, leaving
out the epochs where phases cancel each other (central panel). Hence, the observed dynamics
at the mesoscale will be in multistable regime. However, at the macro-scale (e.g., recording
of EEG here), many such sources will be considered and the dynamics of this system can be
modeled as metastable system. Again, if we consider FC that represents pairwise coherence
between each of these sources, the dynamics of FC can be modeled in terms of state-transition
or multistable dynamics. Due to this scale-invariance, local dynamics of the nodes in the whole-
brain computational model can be described at any level of investigation to explore age-related
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shift in the dynamical working point. Here we used two such models (at each node of SC) at
different levels of description. Next we explain these models and the computational methods
used to carry out simulations.

6.3 Methods

6.3.1 Reduced Dynamic Mean Field (DMF) Model

The DMF model [18] is biologically detailed, mathematically derived from the most realistic
spiking neuron models, simulates firing rate of the neural populations of excitatory neurons and
has the attractor dynamics, hence DMF can exhibit either monostability or multistability.

The dynamics of this model can be expressed as the passive decay differential equation of the
Synaptic gating variable (S) along with the noisy Gaussian fluctuations (equation 6.1). Firing
rate is approximated based on the Sigmoid (transfer) function of the total synaptic input current
(equation 6.2). The dynamics of each local network of excitatory and inhibitory populations
of spiking neurons interconnected via long-range excitatory synapses can be expressed by a
single one-dimensional differential equation 6.1. The global brain dynamics of the network of
interconnected local networks can be described by the following set of equations [18]:

dSi
dt

= −Si
τS

+ (1− Si))γH(xi) + σνi(t) (6.1)

H(xi) =
axi − b

1− exp(−d(axi − b))
(6.2)

xi = wJNSi +GJN
∑
j

CijSj + I0 (6.3)

Here Si is a synaptic gating variable of area i and is the state variable. The kinetic parameters
are γ = 0.641/1000, and τS = 100 ms. H is the non-linear sigmoidal input-output transfer
function. parameters a = 270(nC)−1, b = 108Hz and d = 0.154s control the non-linearity of the
sigmoidal curve. xi is the total synaptic input current at the afferent node i. JN = 0.2609nA

is the synaptic coupling or gain. w = 0.9 is connection strength of intra-network excitatory
connections. G is inter-network coupling strength and is a control parameter. Cij represents
entries of the SC matrix that captures the structural connectivity between regions i and j.
I0 = 0.3nA is the constant external input current. νi in Equation (6.1) is uncorrelated standard
Gaussian noise with noise amplitude σ = 0.001nA. Detailed derivation of the reduced DMF
equations and description of each of these parameters is given in Deco et al [18]. Parameter
values were chosen as per the original paper except each of the values is scaled such that the
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control parameter G can be explored in the range of 0 to 1. (Abbreviations: nA= nanoampere,
nC= nanocoulomb)

The stochastic differential equation (SDE) system was solved numerically using Euler-Maruyama
[115] method with step size of 1. This method generalizes Euler’s integration scheme for SDEs by
integrating the noise term as a standard Wiener process. Synaptic activity (Sn = 0 if S < 0 and
1 if S > 1) and firing rate (H(x)) were simulated at each time-step for total of 4×60×1000(ms)

(=4 mins).

To simulate the BOLD signals from neural activity, forward Balloon-Windkessel model was used
[116]. This model assumes that the BOLD signal is a static nonlinear function of the normalized
total deoxyhemoglobin voxel content, normalized venous volume, resting net oxygen extraction
fraction by the capillary bed and resting blood volume fraction. The model is described by the
four coupled nonlinear differential equations as described in [18]. Euler’s method (ODE45) was
used with step size of 0.001 to numerically solve this system. The BOLD activity was further
down-sampled to 2s to match the TR of empirical data. Moreover, data from first 500ms were
removed to ensure stabilization of the dynamics.

6.3.2 Two-Dimensional Oscillator - Kuramoto Model

The second model, Kuramoto model is biologically less detailed, but exhibits richer dynamics
than the DMF model. It simulates instantaneous phases of the oscillations in neural populations,
has oscillatory dynamics and can exhibit metastability. The local oscillatory dynamics at each
node of SC matrix can be described as follows:

dθn
dt

= ωn + k

N∑
p=1

Cnpsin(θp(t− τnp)− θn(t)) + ηn(t), n = 1, · · · , N (6.4)

where θn is the phase of the oscillator at node n and a state variable, ωn = 2πf is the intrinsic
angular frequency. The intrinsic frequency (f) at each node was chosen from a Gaussian dis-
tribution N(µ, σ) ∼ (40, 3). k is the global coupling strength, that is similar to the parameter
G from the previous model. Since k controls the effect of structural connectivity on the overall
outcome, it is known as control parameter. I.e., if k = 0, all oscillators are independent, for
k = 1, all of them will be coupled according to their structural connectivity (SC). Cnp is an
entry from SC matrix representing SC strength between nodes n and p. τnp = Lnp/V is the
instantaneous conduction delay between the nodes n and p. Where Lnp is entry from the dis-
tance matrix as defined in chapter 3 (figure 3.4 left panel). It determines the mean aggregate
distance between node n and p (and is different from SC). V is mean velocity which is defined
as follows: V = 〈τ〉Lnp/〈L〉. Where 〈L〉 is the average distance i.e. mean of the all the entries
in the distance matrix. 〈τ〉 is the average conduction delay and another control parameter (free
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Figure 6.4: Saddle-node bifurcation with increase in coupling strength G. For example, at
G=0.03, system exhibited monostability while for G=0.34, system showed bistability.

parameter) of the system. ηn(t) is a noise term with Gaussian random distribution with 0 mean
and standard deviation of σ/

√
T . Detailed discussion on parameter selections can be found in

[59].

First we explored the parameter space of τ and k for the three age-groups. Three group averaged
mean SC matrices (for young, middle-age and old) and three distance matrices were used for this
analysis. Eq. 6.4 was numerically integrated using the same Euler-Maruyama method with a
step size of 0.01 ms and for a duration of 800s. The instantaneous phases were further converted
to a neural signal as rn = sin(θn(t)) for each node n. The simulated activity was further down-
sampled by the factor of 100 such that the data is saved in ms resolution. BOLD activity was
calculated from this neural activity as explained in the previous section. The results of each of
which can be explained as follows.

6.4 Preliminary Results

6.4.1 Reduced Dynamic Mean Field (DMF) Model

Due to its simplicity, one-dimensional attractor DMF model could be used for bifurcation analy-
sis. We began with plotting Ṡ vs S for various values of coupling strength (G). As the coupling
strength increased, new fixed points were created and dissolved. Hence, the system showed
saddle-node bifurcation. Two representative trajectories are shown in Fig. 6.4. For G=0.03,
there was only one attractor point at S=0.02. For G=0.34 however, new attractor emerged at
around S ∼ 0.7 and the system became bistable. Note that this dynamics is representative of the
deterministic system (without adding noise) and for each individual area network (disregarding
the SC couplings).

To understand the bistability in more realistic setting, we simulated neural activity and firing
rate for T=5000ms for the mean SC averaged across all subjects (N=68) and with added noise
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σ = 0.001 as in [17]. We simulated the model at each of the 1000 equidistant points between
0 < G < 1 and obtained N × T matrix representing firing rate of each 68 nodes (ROI). To
visualize the data, we applied Principle Component Analysis (PCA) on this N × T matrix
and reduced the dimensionality to two Principle Components (PC). Transforming these two
PCs back to the native space, we found the maximum firing rates for each component at each
iteration. This is shown in Fig. 6.5(A). Notice that for G < 0.197, both the components showed
maximum firing rate (x < 5 Hz), suggesting that all 68 regions achieved very low-firing rate
(monostability). However, in the bistability regime (∼ 0.2 < G < 0.45), there were two major
components, one set of regions achieved firing rate close to 20Hz, while the others achieved a
high firing rate close to 40-80Hz. These firing rates are biologically realistic and match the
firing rates of neural populations during rest – hence, validating the model for our data. 6.5(B)
and 6.5(C) shows the time-evolution of synaptic gating variable and firing rates of each N=68
regions for G=0.25, in bistable regime.

Next, we simulated the neural activity for T = 4× 60× 1000 ms to also generate BOLD signals
and FC using pairwise Pearson correlation. For each individual SC matrices, the simulation was
run for 1000 random G values obtained from standard uniform distribution, and model accuracy
was obtained in terms of Pearson Correlation Coefficient between simulated and empirical FC.
These results are shown in Fig. 6.6. Only the mean accuracy of each age-group is plotted here
for better visualization. As we have defined earlier, the dynamical working point of this system
can be obtained at ∼ G > 0.4. since the accuracy suddenly increases at this point. Interestingly
enough, this point lies on the edge between the bistability and multistable regime where the
firing rate of all regions are very high (see Fig. 6.5(A)).

This result directly supports our hypothesis of the shift in dynamical working point for the
elderly adults. In Fig. 6.6, the fitting curves for elderly are slightly shifted rightward starting
from the bistable regime than the other two groups. This effect became prominent in the very
high firing rate regime (for G >> 0.4).

Next, to understand the age effect on the shift more clearly, accuracy was plotted for each
subject in Fig. 6.7 for G = 0.4. As shown, the accuracy of the model decreased as a function
of age (r = −0.46), suggesting that the dynamics of the resting brain becomes less predictable
with age.

6.4.2 Kuramoto Oscillator Model

Next, to directly investigate the metastability and to understand the effect of long-range con-
duction delays on the model, we simulated the Kuramoto model at each node.

The neural activity was simulated for the range of control parameter values (k, 〈τ〉) = (0.01 :

0.01 : 1, 0.1 : 0.1 : 10) for the three mean SC matrices averaged across participants in each age-
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A

B C

Figure 6.5: Relationship between coupling strength and firing rates of each regions. (A) The
bifurcation plot of the system defined by Eq. 6.1-6.3. The bifurcation was realized as synaptic
activity of each N=68 regions (in B) and firing rates (C)(top panel) of these regions at G = 0.25.
The maximum firing rate achieved by each regions is shown in bottom panel.
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Figure 6.7: The model accuracy (fitting between empirical and simulated FC) decreased as
a function of age for the fixed value of control parameter G = 0.4, suggesting that dynamic
coupling between SC-FC reduces with age.
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Metastability: σ(R(t)) 

Synchrony: μ (R)

Figure 6.8: Parameter space for the model explained in Eq. 6.4 for the three age-groups. Top
Panel shows synchrony (mean of Kuramoto Order Parameter, R) and Bottom Panel depicts
metastability (SD of R) for each of the 100 × 100 parameter value pairs of mean coupling
strength (k) on the X-axis and mean conduction delay (〈τ〉) on the Y-axis. The point of highest
metastability for each group is indicated with black dot in the bottom panel.

group. For each of these iterations, synchrony and metastability were calculated in the same
way as defined in Chapter 5, but this time using the simulated instantaneous phases rather
than the actual data. Kuramoto order Parameter (R) was defined as in 5.2, however instead
of phases of BOLD signals, φ, we can now use the simulated instantaneous phases θ obtained
from 6.4. Synchrony was estimated as a mean of Kuramoto Order Parameter across all regions
i.e. µ(R) and metastability is defined as the standard deviation of Kuramoto Order Parameter
(σ(R)). Fig 6.8 depicts the differences in synchrony and metastability values in the parameter
space of (k, 〈τ〉) for the three age-groups. As seen, the two control parameters divided the
parameter space into three different regimes of very low synchrony, very high synchrony and
moderate synchrony among the N = 68 regions of the brain. The metastability was highest in
the moderate synchrony regime and lower in the very high or very low synchrony regimes for
all the three mean age-groups. There were seemingly qualitative differences among the three
age-groups. For e.g., the high synchronous regime for the young and elderly mean were skewed
towards the higher coupling strength (k) values, suggesting a rightward shift that was observed
in the previous section. Moreover, the higher metastability regime of elderly adults extended
till the even higher values of mean conduction delay parameter, as compared to middle-aged
group. Suggesting a downward shift in the dynamics due to mean delays between the white
matter fiber connections. Overall the metastability values were higher for elderly adults than
the other two groups.
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6.5 Discussion & Conclusions

We simulated the neural activity as a function of the underlying population firing rate (in
DMF model) and a function of the instantaneous phase (in Kuramoto model) of the neural
oscillations. In both the cases, our purpose was to understand the effect of aging on these
microscopic properties of the brain and whether or not the models can simulate the change in
working point of the system with age.

6.5.1 DMF Model

We first replicated the PCA results from [17] for our aging dataset and found that the system of
these N = 68 coupled regions exhibits the same bifurcation properties as in the original study.
However, when the DMF model is simulated for each individual with the same parameters,
the accuracy of the model fit (approximated across 1000 odd iterations) for elderly adults is
seemingly different than the other two groups in the high firing rate regime of the system. This
result supports the empirical evidence that suggests that the BOLD signal variability of the
elderly adults might be due to abnormally high firing of the excitatory population across many
connected regions [117, 85]. The lower accuracy result for the elderly adults also points towards
the decreasing SC-FC coupling with age, which was previously shown using empirical results
by [5]. Interestingly we observed a slightly rightward shift in the accuracy curve of elderly
suggesting that, elderly adults required higher coupling strength among the neural populations
to generate the FC similar to that observed in the patients with Parkinson’s disease. However,
the shift was not very prominent and better simulation experiments are required to design before
we can comment on these results. In our simulations, the noise-level was kept constant for each
subject. In future, the effect of noise on the dynamical working point can be evaluated by
comparing the models with and without noise. This can also be helpful in evaluating the effect
of noise on multistability of the system of elderly adults.

6.5.2 Kuramoto Model

Kuramoto model, having an oscillator dynamics, does not settle into a stable state but remain
in perpetual state of oscillation where the instantaneous phases constantly change. Hence, for
a particular range of control parameters, the model can remain metastable. Hence, Kuramoto
model was used to directly investigate the metastability of neural signals and to understand the
effect of mean delay between the long range connections and coupling strength. The preliminary
results showed qualitative differences in synchrony and metastability of neural signals of elderly
adults compared to middle-aged adults. This result is particularly interesting since it directly
validates the previous empirical results obtained from the BOLD signals. As discussed in the
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‘Theory’ subsection, this is an example of a typical case where the neural signal as well as BOLD
signals both showed higher metastability in case of elderly adults suggesting that the BOLD
signal variability has neural origin.

One interesting result in particular is the common effect of delay and coupling strength on the
synchrony and metastability of the elderly. For the mean delay values in the bio-physically valid
range of 8-10 ms, the whole-brain synchrony of elderly adults was lower than that of middle-
aged subjects but metastability was higher than that of elderly. These results suggest that
at least the part of the higher metastability observed at BOLD signal level of elderly adults
is due to increased conduction delays in long-range connections. The delays might be due to
demyelination of the white-matter fiber bundles which is a common observation in the aging
literature. Again, a rightward shift in the coupling strength was observed only for the range of
8-10ms delay in elderly adults compared to middle-aged, suggesting that the combined effect of
demyelination and decrease in white-matter fiber strength can be the reason for the change in
the dynamics of the elderly adults and thus in the metastability of neural and BOLD signals.
However, these intuitions are based on the visual inspection of the parameters. In future more
rigorous methods are required to be used to quantitatively analyze the effect of age on these
parameters and eventually on the resting state dynamics of the system.
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Chapter 7

Conclusions and Future Work

All thoughts and cognitive operations emerge from the stream of consciousness – a widely held
belief in the Western and the Eastern philosophies. In the context of the observable brain
dynamics, there is no permanent state of the brain that sustains across the lifespan. The
complexity of dynamic processes of the brain in aging is better understood and with certainly
greater clarity using the concept of metastability, in other words the ability of the system to
transition between different cognitive states. Aging is not a state but a process that continuously
unfolds in time, leading to our proposed dynamic hypothesis of aging. As a person grows
older, top-down influences due to training and new learning continuously shape the steady-
state dynamics of the brain. Concomitantly, bottom-up changes at the genetic, molecular,
and neural levels as a result of age will affect the structure of the brain. Hence, age-related
changes should be understood as being merely another dynamic process that takes place as a
result of changes in a metastable system that operate at a smaller spatiotemporal scale. The
age-related changes that are observed in the phase synchronization of various networks and
functional connectivity dynamics (FCD) are one of the first markers available to understand
the combined effects of age-related structural changes and the change in the dynamics of the
system, in other words, a shift in the dynamical working point of brain information processing
as a function of age. However, data-driven methods alone are not sufficient for understanding
the shift of working point. Personalized whole-brain computational models that can simulate
FCD from the underlying neuronal dynamics of different brain regions will be necessary to track
the change in the dynamical working point of the system.

In this thesis, we gave a comprehensive account of the theoretical, empirical and computational
methods that can be used to investigate age effects on the dynamics of the brain. Here we
chose resting state dynamics in particular because it is known to have the richest and intrinsic
dynamics of all cognitive and brain states that the human brain can exhibit. It is also well-suited
for understanding structure-function relationship since the dynamics at rest is assumed to be



Conclusions and Future Work

solely an outcome of the physical processes that take place at different scales on the landscape
of the structural topology.

This thesis contributed towards the research in two ways: (i) in the empirical study described in
Chapter 5, we explored age-effect on the dynamic interactions between resting state functional
networks. We found significant differences in whole-brain metastability of old adults than that
of middle-aged. We also found changing role of functional network systems in terms of their
metastability across age groups. This empirical investigation for the first time showed that the
metastability of resting state networks could discriminate between the healthy young, middle-
aged and older adults with higher accuracy, suggesting the role of network level variability in
the investigation of aging studies.
(ii) In the computational study described in Chapter 6, we showed that the dynamical working
point of the elderly adults significantly changes from middle-to old age. This shift in the working
point is related to the increase in metastability in elderly adults suggesting the role of structural
deterioration in changing the resting state dynamics in elderly adults. In both empirical and
computational investigation, one point emerged very clearly that although subtle local differences
exist between young to middle age, the global properties of the brain (accommodating the whole-
brain interactions) are significantly different only across middle-to-old age. This result points
towards a critical age which separates maturation and senescence.

One notable limitation of this study is the cross-sectional nature of investigation. Maturation
and senescence are continuous processes affected by many other factors and cross-sectional
studies cannot account for the intra-individual variability that exists due to genetic, molecular,
neural and environmental differences. Therefore test-retest validation of the results proposed
here in a longitudinal cohort study with appropriate phenotyping is required. How change
in metastability is manifested at behavioral level is not yet well known. One might therefore
consider similar analysis in task-based experimental setting and correlate metastability scores
with the performance of elderly adults on various behavioral tests to understand whether the
increased metastability of elderly adults is a beneficial or a detrimental process.

Studies have started using FCD as a proxy measure for understanding the metastability in the
brain [118]. Even though there are no shortcut standard ways to defining metastability, better
and better methods are being employed since the inception of this thesis 3 years back. K-means
clustering algorithms to characterize stable “state" network patterns that are repeatedly explored
in time, Markov processes for modeling FCD states can be used for extracting more information
from the signals than presented in this thesis. Statistics such as the transition probability (i.e.,
the probability of transitioning from one state to another) and the dwell-time (i.e., the time
spent by the subject in the states) can be used to characterize the network dynamics. On the
computational front, we presented very preliminary results. Similar to lesion studies, the effect
of removing edges or weakening selected edge-weights can be systematically studied.
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At the end, the benefits of invoking the concept of metastability to understand aging are multi-
fold: metastability provides us with a glimpse of the earliest age-related neural changes taking
place when the brain reaches a steady-state after maturation. Second, this approach allows
comparison of dynamical working points of high-performing and low-performing elderly adults,
and that might explain the inter-individual variability often reported in aging-related studies.
The third and most important outcome is that the combination of the theoretical framework
of metastability and biologically-realistic whole-brain computational models might, for the first
time, offer a coherent and unifying testable account of most of the changes observed in aging-
related studies at different spatiotemporal scales. Although we have presented examples from
the macroscopic brain imaging perspective in support of the existence of metastability in senes-
cence, equally potent exemplars can be construed from the genetic and cellular mechanisms that
underlie the processes of aging.
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